Visual Lexical Access Is Initially Phonological: 2. Evidence From Phonological Priming by Homophones and Pseudohomophones
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Seven experiments were conducted that examined phonological and orthographic priming of naming using three- and four-field masking procedures with prolonged targets. Experiments 1–3 found significant phonological priming by homophones (TOWED–toad) that was independent of prime identifiability and prime–target stimulus onset asynchrony (SOA; 30, 60, or 250 ms). Subsequent experiments found significant phonological priming by pseudohomophones (TODE–toad) that was similarly independent of prime identifiability and SOA. Collectively, the limited effects of orthographic control primes (TOLD–toad, TODS–toad) and the pronounced and orthographically independent effects of phonological primes suggest (a) a leading role in visual word perception for a fast-acting, automatic, assembled phonology, and (b) a phonological basis, rather than an abstract graphemic basis, for the processing equivalency of letter variations.

An important tool for unraveling the processes that underlie word recognition is the priming paradigm. Typically, two words are presented in succession, with the first word designated the prime and the second word designated the target. Of interest is whether a dimension of similarity between prime and target affects a subject’s response to the target. For example, if the prime is an associate of the target, then latency to name the target or to decide on its lexical status (“is it a word?”) is reduced relative to a prime that is not associatively related (e.g., Meyer, Schvaneveldt, & Ruddy, 1974).

The issue of whether the word recognition process is driven by a word’s visual or phonological structure, or by both structures, can be investigated in the priming paradigm. Consider visual and phonologic priming from the perspective of classical dual-route theory (Coltheart, 1978). Visual priming could occur over the so-called lexical route—a proposed direct link between a word’s visual form and the lexicon. The priming would be in the form of prior activation of (lower level) orthographic processing units, (higher level) orthographic lexical neighbors, or both. Phonological priming could occur over either the same lexical route or over a nonlexical route—a mechanism for converting orthography into phonology by rule, with the resultant phonological code used to access the internal lexicon. Where a prime is phonologically similar to its target, then processing the target can benefit, in principle, from either the prior application of grapheme–phoneme correspondence rules (priming the nonlexical route), the prior activation of phonological lexical neighbors (priming the lexical route), or both.

Humphreys, Evett, and Taylor (1982) conducted an influential examination of phonological priming in English. Their concerns were whether phonological information is made available automatically, and, if so, whether the lexical or nonlexical route is responsible. In two experiments, Humphreys et al. (1982) demonstrated an automatic priming between homophonically related words (i.e., words with identical phonological representations). The demonstration used a four-field masking procedure (Evett & Humphreys, 1981; Michaels & Turvey, 1979; Turvey, 1978)—specifically, the stimulus sequence of pattern mask, prime, target, pattern mask—and a target-identification task. Word pairs such as TOWED–toad were found to produce more correct identifications than their graphemic controls, word pairs such as TODAY–toad.1 The inference of automaticity was based on the brevity of the target (approximately 35 ms on average) and the unlikelihood of conscious strategies (such as expecting a stimulus that sounds like the prime) given the four-field procedure. To test whether this fast, automatic priming on phonological dimensions was conveyed over the lexical or nonlexical route, Humphreys et al. (1982) applied the pseudohomophone test. According to classical dual-route theory, most words can be processed by either the lexical or nonlexical route, but rare words and nonwords must be processed by the nonlexical route. The lexical route is functionally a stimulus–response (S–R) association in the
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1 Actually, Humphreys et al. (1982) used lowercase letters for primes and uppercase letters for targets. We reversed their convention here to be compatible with the experimental convention of Lukatela and Turvey (1994) and the convention that is used in the present experiments. Throughout the present article we indicate primes by uppercase letters and targets by lowercase letters, and we use lowercase italic letters to indicate corresponding internal lexical representations.
most traditional sense: A familiar visual stimulus (S) is connected directly to a representation that when activated responds (R) by assigning a meaning and a name to the stimulus, with the strength of the connection dependent on the frequency with which it has occurred. Given that TOWED, the homophonous prime, was a word, it could have exerted its phonological priming influence on the target toad by either the lexical or nonlexical route. A pseudohomophonic prime TODE, however, would be restricted to exerting a phonological influence on the target toad only over the nonlexical route. Hence the pseudohomophone test: Does automatic phonological priming occur when the prime in the four-field procedure is a pseudohomophone? That is, does TODE–toad yield better target identification than TODS–toad? Humphreys et al. (1982) found the answer to be “no.” On the basis of this negative outcome they reached two important conclusions: First, that the successful priming with TOWED–toad must have been due to automatic addressed (lexical) phonology; second, that the unsuccessful priming with TODE–toad must be indicative of an assembled (nonlexical) phonology that is either (a) strategic rather than automatic, (b) slow relative to addressed phonology, or (c) nonexistent. Acceptance of (c) leads to the rejection of dual-route theory and the promotion of a theory of word recognition that is founded solely on the lexical route (Humphreys & Evett, 1983).

Humphreys et al.’s (1982) experimental results and their interpretation reinforce a general inclination to conceive of visual word recognition as a process constrained primarily by the visual or orthographic forms of words. In keeping with interpretation (c) above, a large number of accounts of visual word recognition assume no role for phonology in the activation of word knowledge (e.g., Aaronson & Ferres, 1983; Kolars, 1970; McClelland & Rumelhart, 1981; Paap, Newcombe, McDonald, & Schvaneveldt, 1982; Smith, 1971). Additionally, experimental analyses commonly exclude considerations of the phonology of a written word, focusing only on its figural characteristics, even though phonology is always (by definition) an accompaniment of orthography. A persistent reason for downplaying phonology as mediating word perception turns on the notion of “mediate” and the spatialization of the mapping from print to meaning (Van Orden & Goldinger, 1994). If “mediate” is interpreted in the sense of an intermediary agent that is in the business of conveying or transmitting, and if there is a given information-processing or neural distance to be covered from visual input to internal lexicon, then a phonological route seems logistically excessive. Why would the mental capability of word recognition engage two steps (orthography-to-phonology, phonology-to-lexicon) to traverse the same distance traversible in one step (orthography-to-lexicon)? The assessment that lexical access is most logically visual tends to (a) deflect theoretical arguments from serious consideration of phonology’s role even when positive evidence for phonology’s role is provided, and (b) rationalize the significance attached to, and acceptance of, null phonology effects (see review by Van Orden et al., 1992). Traditionally, experimental failures to confirm the hypothesis of phonological mediation have been received as confirmations of the hypothesis that word recognition is visually constrained—that is, lexical access is direct rather than mediated (e.g., Davelaar, Coltheart, Besner, & Jonasson, 1978; Fleming, 1993).

Nonetheless, the null phonology effect of Humphreys et al. (1982), as expressed in the failed pseudohomophone test, is difficult to accept given the ease and frequency with which phonological effects have been demonstrated recently and the wide variety of tasks (semantic categorization, backward pattern masking, priming, selective attention) in which the demonstrations have taken place. There is now considerable evidence that phonology is an early source of constraint on the visual recognition of English words (e.g., Perfetti & Bell, 1991; Perfetti, Bell, & Delaney, 1988; Lukatea, Lukatea, & Turvey, 1993; Lukatea & Turvey, 1994; Peter & Turvey, 1994; Van Orden, 1987; Van Orden, Johnston, & Hale, 1988), and that it may well be the primary constraint (Lukatea & Turvey, 1991, 1993, 1994; see reviews by Corell, Turvey, & Lukatea, 1992; Van Orden, Pennington, & Stone, 1990; Van Orden et al., 1992). In Perfetti and Bell (1991), the use of Humphreys et al.’s (1982) procedure without the first (forward) mask revealed a presence of nonword phonological priming at a time scale of less than 50 ms. In Lukatea and Turvey (1994), a target word (e.g., frog) was named after an associate (TOAD), a word that was homophonic with the associate (e.g., TOWED), or a nonword that was homophonic with the associate (e.g., TODE). At brief onset asynchronies (e.g., 50 ms) between a masked prime and target, and with controls for the frequencies, orthographic forms, and lengths of primes, appropriate primes (TOAD) and homophonic primes (TOWED, TODE) facilitated naming to an equal degree. Visually similar words (e.g., TOLD) and nonwords (e.g., TORD) failed to prime, however, suggesting a general indifference of the mechanisms of lexical access to a word’s orthographic structure. If a prime’s orthographic pattern figured prominently in lexical access, then the close visual similarity of TORD and TOLD to TOAD should have sufficed to partially activate the internal representation toad and, by means of lexical associations, the internal representation frog.

The implication that words and nonwords are processed similarly is reinforced by other experiments that have demonstrated a commonality between words and pseudohomophones in their sensitivity to attentional, frequency, and associative manipulations (Lukatea & Turvey, 1993). Between the presentation and recall of one or five digits, subjects performed a secondary task of naming a visually presented letter string—a pseudohomophone (e.g., FOLE, HOAP) or its real word counterpart (FOAL, HOPE). In the analysis of the naming latencies, memory load interacted with frequency (HOPE vs. FGAL, HOAP vs. FOLE) but not with lexicality (HOPE vs. HOAP, FOAL vs. FOLE), pointing to a processing similarity rather than difference between pseudohomophones and their word counterparts. Such an outcome is unexpected from the classical understanding that nonwords are named by a slow (resource expensive) process that assembles the letter string's phonology and words are
named by a fast (resource inexpensive) process that accesses lexical phonology (cf. Paap & Noel, 1991). Where an associative priming-of-naming task is made secondary to the memory task, pseudohomophone associative priming (HOAP—DESPAIR, POLE—HORSE) equals associative priming (HOPE—DESPAIR, FOAL—HORSE) and is affected in the same way by memory load. The conclusion drawn from this research has been that assembled phonology is the basis for naming both nonwords and words (Lukatela & Turvey, 1991, 1993; see also Van Orden et al., 1992).

Taken together, the aforementioned results point to a word’s phonology as the initial and primary code by which a word accesses its representation in the internal lexicon. As to the role of a word’s orthographic structure, these results suggest that it figures most significantly in processes that reduce the noise in the lexicon following activation by the word’s phonological code. Because of phonological similarity among words, a given word’s phonological code activates more than one lexical representation, with each representation informing about how its respective word is spelled. A cleanup process (e.g., suppressing incorrect active representations) can be engaged once a fit between the spelling retrieved by a phonological code and the presented visual form has been achieved. In this view, which turns the classical dual-route model on its head, the orthographic input code affects the internal lexicon only after a particular kind of information (the addressed spelling) has been made available by the phonological access code.

Clearly, none of the possible conclusions—(a), (b), or (c)—of Humphreys et al.’s (1982) research, identified above, conforms to the current understanding of phonology’s role in word perception. Accordingly, a further examination of phonological priming is warranted. Pertinent to any such reexamination is an assessment of the related notions of abstract graphemic features and abstract graphemic recognition units (Evett & Humphreys, 1981). The absence of evidence for a true phonological effect, and the presence of evidence for priming across upper- and lower-case transcriptions, seems to warrant the hypothesis that access to the internal lexicon proceeds by letter identity information that is independent of physical format. As Evett and Humphreys (1981) remarked, this is the most important conclusion to be drawn from the conjunction of failed phonological priming and successful case-independent priming. If access to the lexicon were achieved on phonological grounds, then it would be sufficient to assume that orthographic features (subpatterns, subsymbols) map onto phonological features. The “sameness” of different forms of a letter could then be said to arise from the fact that they activate, by means of a matrix of weighted connections, the same set of phonological features. Of relevance to this point, perhaps, is research using the two, partially overlapping, alphabets (Roman and Cyrillic) of Serbo-Croatian. In contrast to the currently available results in English, phonological priming in Serbo-Croatian is well established within both the lexical decision and naming tasks (Lukatela, Carello, & Turvey, 1990a; Lukatela & Turvey, 1990a).

Indeed, for the experiments in this language, there is no evidence for graphemic-based or form priming over and above phonological priming. The experiments show that a prime and target distinguished by a single phoneme but differing in alphabet (Lukatela & Turvey, 1990a), or differing in both alphabet and case (Lukatela et al., 1990a), exhibit priming to the same degree as when prime and target are transcribed in the same alphabet and same case.

The most parsimonious interpretation of the equivalency of the Roman and Cyrillic, upper- and lowercase forms of a given alphabetic character is that all the forms map to the same cluster of phonological features. Such an interpretation seems especially prudent given that the motivations for Evett and Humphrey’s (1981) advocacy of abstract graphemic units are lacking in the Serbo-Croatian research. On grounds of parsimony, it would also seem prudent to assume that the processing equivalency of letter variants in English is not founded on a principle different from that governing the processing equivalency of letter variants in Serbo-Croatian. If the notions of abstract graphemic features and abstract graphemic recognition units were to be abandoned for the processing of English words, then explanations of case-independent priming (e.g., TODS—toad) couched in terms of orthography or form would have to be reappraised. For example, the phrase “orthographic priming” would not refer to a preactivation of abstract graphemic processing units but rather would refer to effects of a particular nature within the matrix of connections relating the multidimensional space of orthographic features to the multidimensional space of phonological features. One important goal of the present series of experiments with English-language materials will

---

2 The theoretical issues surrounding phonological priming (e.g., the pseudohomophone test, abstract graphemic features) have been couched traditionally in the terms of dual-process theory with its assumptions of symbolic representations, rules, and symbol transfer between modules. As will become increasingly evident, in both surveying the issues and addressing them experimentally, we have found it necessary to exploit concepts and principles from a connectionist framework. Our impression is that word recognition, word naming, and priming are more adequately accommodated within the subsymbolic paradigm (Van Orden et al., 1990). Although it is not our purpose to produce a detailed connectionist account of the reported phenomena, it is the case that certain broad connectionist assumptions shape our experimental designs and analyses. We take orthographic and phonological feature-processing units, respectively, as defining the input and output layers of a matrix of weighted connections that computes phonology (e.g., Seidenberg & McClelland, 1989). Orthographic priming is either the result of a brief persistence of activation at the input layer or a temporary change in the weights. We assume that the former is more likely than the latter. Similarly, in respect to phonological priming, we assume that the major source of the effect is the persistence of activation in the output layer, enhanced by feedback from the level of word representations. The overwhelming superiority of phonological priming over orthographic priming in the Serbo-Croatian experiments (Lukatela et al., 1990a; Lukatela & Turvey, 1990a) points to considerably greater persistence of activation in the output layer than in the input layer.
be to ascertain the explanatory need for a notion of abstract graphemic features over and above the older idea of underlying speech-related units.

**Experiment 1**

The research of Humphreys et al. (1982) used accuracy of target identification as the dependent measure under conditions that were purposely designed to render target identification less than perfect. Specifically, the uppercase target was exposed briefly under (a) forward masking by the lowercase prime (itself subject to forward pattern masking), and (b) backward masking by a cluster of randomly oriented letter segments. Certain modifications to Humphreys et al.'s procedure seemed desirable. First, a dependent measure of naming latency under relatively long target exposure, rather than identification accuracy under near-threshold target exposure, would permit direct comparisons with the investigations of pseudoassociative priming by means of phonological similarity (Lesch & Pollatsek, 1993; Lukatela & Turvey, 1994; Lukatela, Lukatela, & Turvey, 1993). Eliminating masking of the target but preserving masking of the prime has been shown to yield orthographic (form) priming in the rapid naming task (Forster & Davis, 1991; unpublished experiments referred to by Humphreys, Evett, Quinlan, & Besner, 1987), suggesting that the combination of this three-field procedure and naming could yield phonological priming. Second, reversing the order of the prime and target would facilitate comparisons with the experiments of Lukatela and Turvey (1994), who used primes in uppercase letters and targets in lowercase letters (see Footnote 1). Following the pioneering studies of Evett and Humphreys (1981), Humphreys et al. (1982) used primetarget stimuli such as maid—MADE to ensure spatial overlap of the prime by the target and, hence, enhanced masking of the prime. It is the case, however, that similarly appropriate degrees of prime masking can be attained for MAID—made stimuli simply by adjusting the figural detail of the forward mask and the temporal conditions of presentation.

Perhaps the most important modification of Humphreys et al. (1982) is in respect to the stimuli. Their Experiments 1 and 2 contrasted pairs such as TOAD—todd (identity priming), TOWED—todd (homophonic priming), TODAY—todd (graphemic control priming), and QUITE—todd (unrelated control priming). Interpretations of differences among these stimulus pairs assumed that the different primes were distinguished only phonologically and visually. There are other distinctions between the primes, however, such as frequency, word length, and relative visual similarity to the target. In addition to controlling for these differences, an improved experimental design should permit a reliable and sensitive measure of the magnitude of priming by each of the so-called identity, homophonic, and graphemic control primes. Consequently, in Experiment 1 of the present series, a given target word (todd) was combined in a counterbalanced manner with three different experimental primes. For example, the experimental primes for todd were TOAD (identity), TOWED (homophonic with todd), and TOLD (quasi-homophonic with toad), each with its own control. The respective control primes—FINK, PLASM, and GIVE—were chosen to be identical in length and frequency to TOAD, TOWED, and TOLD, and to possess no letters in the same position in common with them. Because the issue is whether phonological codes are assembled automatically as opposed to retrieved automatically by the form-driven lexical route, it was considered desirable to maximize the visual similarity between identity primes and their quasi-homophonic counterparts (TOAD and TOLD, respectively), and to minimize the visual similarity between identity primes and their homophonic counterparts (TOAD and TOWED, respectively).

In sum, the principal goal of Experiment 1 was to determine whether the priming between homophonically related stimuli observed by Humphreys et al. (1982) was replicable in a naming task involving the stimulus sequence of pattern mask—prime—target and in respect to more carefully controlled priming pairs.

**Method**

**Subjects.** Fifty-four undergraduates at the University of Connecticut served as subjects. Each subject was assigned to one of six counterbalancing groups according to the time he or she arrived at the laboratory, yielding a total of 9 subjects per group.

**Materials.** The stimuli consisted of 96 pairs of yoked English homophones (e.g., TOWED and TOAD, GUIS and GUYS). List 1 consisted of 96 identity-related prime—target pairs (e.g., TOAD—todd, PAWS—paws). Each prime in List 1 was then replaced by its yoked homophone to produce List 2, which consisted of 96 homophonically related prime—target pairs (e.g., TOWED—todd, PAUSE—paws). List 3 consisted of 96 quasi-homographically related prime—target pairs (e.g., TOLD—todd, PAYS—paws). In List 3, each quasi-homographic prime (e.g., TOLD, PAYS) was a word similar in visual form and identical in number of letters to the identity prime (e.g., TOAD, PAWS).

There were three control lists, Lists 4—6. List 4 consisted of 96 nonidentity (i.e., visually and phonologically unrelated) prime—target pairs (e.g., FINK—todd, FLOC—paws). Each unrelated prime (e.g., FINK, FLOC) was a word that, in relation to its corresponding List 1 prime, (a) had no letters in common (or in rare cases, just one letter, but in a different position), (b) was of the same length (i.e., the same number of letters), (c) was of approximately the same number of letters, and (d) was of approximately the same number of letters. Each prime in List 4 was then replaced by its yoked homophone to produce List 5, which consisted of 96 homophonically related prime—target pairs (e.g., TOWED—todd, PAUSE—paws). List 6 consisted of 96 quasi-homographically related prime—target pairs (e.g., TOLD—todd, PAYS—paws). In List 6, each quasi-homographic prime (e.g., TOLD, PAYS) was a word similar in visual form and identical in number of letters to the identity prime (e.g., TOAD, PAWS).

There were three control lists, Lists 4—6. List 4 consisted of 96 nonidentity (i.e., visually and phonologically unrelated) prime—target pairs (e.g., FINK—todd, FLOC—paws). Each unrelated prime (e.g., FINK, FLOC) was a word that, in relation to its corresponding List 1 prime, (a) had no letters in common (or in rare cases, just one letter, but in a different position), (b) was of the same length (i.e., the same number of letters), (c) was of approximately the same number of letters, and (d) was of approximately the same number of letters. Each prime in List 4 was then replaced by its yoked homophone to produce List 5, which consisted of 96 homophonically related prime—target pairs (e.g., TOWED—todd, PAUSE—paws). List 6 consisted of 96 quasi-homographically related prime—target pairs (e.g., TOLD—todd, PAYS—paws). In List 6, each quasi-homographic prime (e.g., TOLD, PAYS) was a word similar in visual form and identical in number of letters to the identity prime (e.g., TOAD, PAWS).
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3 There should be no surprises about effects of masked (unidentifiable) stimuli showing up in latency measures. Such effects have been known for some time from the studies of Fehr and Raab (1962) and Fehr and Biederman (1962). In metacorrelated paradigms, these experimenters showed that (a) the perceivers' phenomenal experience, as expressed in verbal judgments about the presence or absence of target stimuli, was not reflected in reaction time, and (b) reaction-time responses were initiated by stimuli whose presence was not suspected.

4 An additional reason for reversing the cases of prime and target was that Apple IIe displays in lowercase are unfamiliar. That is, the lowercase letters are of uncommon form, and we were concerned that under masking they would pose special difficulties for visual information processing. As an aside, the continued use of the Apple IIe is to facilitate comparisons with research done in Georgije Lukatela's Belgrade, Yugoslavia laboratory, where Apple IIe computers remain the essential experimental tool.
same frequency (compare TOAD vs. FINK, PAWS vs. FLOC), and (d) was not a prominent associate of the corresponding target.

List 5 consisted of 96 nonhomophone unrelated prime-target pairs (e.g., PLASM-toad, SCREW-paws). Each nonhomophone unrelated prime (e.g., PLASM, SCREW) was a word that (a) shared no letters in the same position with its corresponding List 2 prime, (b) was of the same length and frequency as its corresponding List 2 prime (compare PLASM vs. TOWED, SCREW vs. PAUSE), and (c) was not a prominent associate of the corresponding target.

List 6 consisted of 96 non-quasi-homograph unrelated prime-target pairs (e.g., GIVE-toad, DOME-paws). Each non-quasi-homograph unrelated prime (e.g., GIVE, DOME) was a word that (a) shared no letters in the same position with its corresponding List 3 prime, (b) was of the same length and frequency as its corresponding List 3 prime (compare GIVE vs. TOLD, DOME vs. PAYS), and (c) was not a prominent associate of the corresponding target.

Finally, a foil list was assembled that consisted of 24 unrelated context-target pairs. The foil words were nonhomophonic regular words selected with no specific constraints. For all stimuli pairs the context stimuli were written in uppercase letters and the target stimuli were written in lowercase letters.

Each of Lists 1–6 was implicitly divided into two sublists (Sublist A, with predominantly low frequency [LF] target words, and Sublist B, with predominantly high frequency [HF] target words) of 48 prime–target pairs each. Sublist A had an average target-word frequency of 15.12 ± 25.03, and Sublist B had an average target-word frequency of 88.19 ± 156.42. Needless to say, the prime frequencies of Sublist A (PAWS-paws) and Sublist B (TOAD-toad) of List 1 were identical to that of their respective targets. For List 2, Sublist A (PAUSE-paws) had a prime frequency of 183.17 ± 530.83, and Sublist B (TOWED-toad) had a prime frequency of 13.31 ± 24.28. For List 3, Sublist A (PAYS-paws) had a prime frequency of 30.94 ± 63.16, and Sublist B (TOLD-toad) had a prime frequency of 72.17 ± 198.02.

Lists 4–6 approximately duplicated the Sublist A versus Sublist B contrasts of Lists 1–3. Thus, the respective Sublist A and Sublist B mean prime frequencies were 14.94 and 85.29 for List 4, 166.17 and 13.33 for List 5, and 30.58 and 68.21 for List 6. (All frequencies were determined from Kucera & Francis, 1967).

An estimate of visual similarity between two letter strings was computed as the average sum of two fractions: (a) number of letters (L1) shared in the same position (with shared final letters always considered to be in the same position) relative to total number of letters (L) in the longer letter string, and (b) number of letters (L2) in and out of position relative to L. For example, for TOAD and TOWED, L1 = 3, L2 = 3, L = 5, and the estimate of visual similarity is 1/2(3/5 + 3/5) = 0.6; for TOAD and TOLD, L1 = 3, L2 = 3, L = 4, and the estimate of visual similarity is 1/2(3/4 + 3/4) = 0.75. The average index of visual similarity between identity primes (e.g., TOAD) and homophonically related primes (TOWED) was .64, and that between identity primes and quasi-homographic primes (TOLD) was .70.

Design. The major constraint on the design was that a given subject never encountered a given word more than once. This was achieved by using six groups of subjects. There were six basic prime types defined by Lists 1–6 (TOAD, TOWED, TOLD, FINK, PLASM, GIVE) and two sublists (Sublist A and Sublist B), providing for each subject six basic experimental situations with 16 stimuli pairs per situation. One half of the pairs from each list was from Sublist A, and the other half was from Sublist B. In addition, each subject saw a foil set (the same for all subjects) of 24 unrelated word–word pairs. Each subject saw a total of 120 stimulus pairs. The experimental sequence was divided into four subsets, with a brief rest after each subset. Stimulus types were ordered pseudorandomly within each subset. The experimental sequence was preceded by a practice sequence of 36 word–word pairs.

Procedure. Subjects, who were run one at a time, sat in front of the monitor of an Apple IIe computer in a well-lit room. Each trial consisted of an auditory warning signal followed by a rapid sequence of three visual stimuli. First, a row of five hash marks appeared at the fixation point (in the center of the screens); this mask was presented for 500 ms and was immediately (i.e., with an interstimulus interval [ISI] = 0) followed by presentation of an uppercase letter string (i.e., the prime); the prime was presented for 30 ms. Finally (again with ISI = 0), a lowercase letter string appeared at the fixation point for 400 ms. These exposure durations are nominal rather than exact, because display changes in reality occurred within the standard 16-ms scan rate of the Apple IIe monitor. This means that all actual durations of nominal exposures in the present experiment—as well as in all other experiments reported in the present article—varied in a random manner with a uniform probability between +8 ms and −8 ms around the statistical mean exposure; for example, the nominally 30-ms exposure in reality varied between 30 and 46 ms, whereby the statistical mean exposure was 38 ms.

Each subject was told that on each trial he or she would view a simple sequence of visual events, namely, a “complex pattern” (i.e., consisting of different uppercase letter segments and letter wholes similarly in uppercase) followed by a word in lowercase letters. The task was to name out loud the lowercase word as quickly and as accurately as possible.

In all conditions, latencies from the onset of the target to the onset of the response were measured by a voice-operated trigger relay. Naming was considered erroneous when the target word was mispronounced or was preceded by any other sound, the pronunciation was not smooth (i.e., the subject hesitated after beginning to name), or the response was not loud enough to trigger the voice key. If the naming latency was longer than 1,000 ms, a message appeared on the screen requesting the subject to name more quickly. All latencies, including those longer than 1,000 ms, were stored in the computer memory.

Results and Discussion

In the debriefing, all subjects reported an inability to discern the letters in the complex pattern that preceded the to-be-named target words, suggesting that the combined forward and backward masking of the prime had been successful.

For each subject, naming latencies more than two standard deviations above or below his or her mean in all conditions were considered errors. For the error analysis, these latency errors were combined with the pronunciation errors described in the preceding paragraph. (This two-

5 Because of the lack of precise temporal control, which becomes amplified at very brief SOAs, it becomes necessary to take averages over larger numbers of subjects. Thus, Experiment 7, in which an exposure time of nominally 18 ms was used, was conducted with 64 subjects, compared with 48 in the present experiment, in which a nominal exposure duration of 30 ms was used.
standard deviation criterion and the combination of error kinds was applied in all of the reported experiments.) The results are summarized in Table 1.

A 3 × 2 × 2 omnibus analysis of variance (ANOVA) was conducted on naming latencies using the quasi variables of prime type and relatedness and the real variable of sublist or, synonymously, average target frequency (LF targets in Sublist A, HF targets in Sublist B). “Prime type” refers to a list and its control, thus, List 1 and List 4, List 2 and List 5, and List 3 and List 6 are the three prime types, and “relatedness” refers to the contrast between Lists 1–3 and their controls, Lists 4–6. The utility of this ANOVA involving the preceding two quasi variables is that it provides indicators of the interactions involving sublist. Sublist (Sublist A = 562 ms vs. Sublist B = 554 ms) reached significance by subjects, F(1, 53) = 25.78, ơ < .001, for sublist A, but not by stimuli, F(1, 94) = 1.73, ơ > .05, for sublist B, and did not interact with either of the quasi variables (Fs < 1). The same 3 × 2 × 2 omnibus ANOVA conducted on errors revealed a main effect of sublist (Sublist A = 3.67% vs. Sublist B = 1.97%), F(1, 53) = 4.06, ơ < .05, for sublist A, F(1, 94) = 4.58, ơ < .05, for sublist B, but found no interactions involving sublist (all Fs < 1).

The planned comparisons yielded the following outcomes for the homophonically and orthographically similar primes: TOWED-toad differed from PLASM-toad by 28 ms, F(1, 53) = 91.68, ơ < .001, F(2, 94) = 31.16, ơ < .001, and TOLD-toad differed significantly from GIVE-toad by 9 ms, F(1, 53) = 6.23, ơ < .05, F(2, 94) = 4.52, ơ < .05. For identity priming, TOAD-toad differed from FINK-toad by 41 ms, F(1, 53) = 286.35, ơ < .001, F(2, 94) = 64.75, ơ < .001.

An examination of the partial interactions provides further insight into the outcome of the experiment. The theoretically important partial interaction between TOWED-toad versus PLASM-toad (28 ms difference) and TOLD-toad versus GIVE-toad (9 ms difference) was significant, F(1, 53) = 16.89, ơ < .001, F(2, 94) = 8.20, ơ < .01. Lending support to the preceding are the partial interactions involving the identity prime. Thus, the partial interaction between TOLD-toad versus GIVE-toad (9 ms difference) and TOAD-toad versus FINK-toad (41 ms difference) was highly significant by both analyses, F(1, 53) = 16.89, ơ < .001, F(2, 94) = 12.12, ơ < .001, whereas the partial interaction between TOWED-toad versus PLASM-toad (28 ms difference) and TOAD-toad versus FINK-toad (41 ms difference) was significant by subjects, F(1, 53) = 10.81, ơ < .01, and (marginally) insignificant by stimuli, F(2, 94) = 3.94, ơ > .05.

Although the omnibus ANOVA did not reveal any reliable List × Relatedness interaction, it remains important to consider whether the observed priming exhibited any frequency effects. With respect to orthographic priming, Table 1 shows that TOLD-toad differed from GIVE-toad by 12 ms in Sublist A (with prime frequency of 31 and target frequency of 15) and by 6 ms in Sublist B (with prime frequency of 72 and target frequency of 88). The 12-ms difference was significant, F(1, 53) = 7.54, ơ < .01, F(2, 47) = 4.13, ơ < .05, whereas the 6-ms difference was insignificant, F(1, 53) = 1.82, ơ > .05, F(2, 47) < 1. The implication is that the orthographic priming in Experiment 1 may have been restricted to LF target words. With respect to TOWED-toad versus PLASM-toad, inspection of Table 1 reveals this difference to be 29 ms in Sublist A (with prime frequency of 183 and target frequency of 15) and 27 ms in Sublist B (with prime frequency of 13 and target frequency of 88). Both differences were significant, F(1, 53) = 37.70, ơ < .001, F(2, 47) = 17.90, ơ < .001; and F(1, 53) = 69.73, ơ < .001, F(2, 47) = 13.39, ơ < .001, respectively. Apparently, phonological priming was not affected by word frequency.

The important outcome of Experiment 1 is that Humphreys et al.’s (1982) observation of phonologic priming by masked homophones (e.g., TOWED) was replicated in the three-field naming task. Moreover, because of the careful matching of control primes, Experiment 1 revealed that there was also a reliable Priming × Graphemic Controls interaction (e.g., TOLD), a fact hidden from the analyses of Humphreys et al. (1982) but with the magnitude of

Table 1

<table>
<thead>
<tr>
<th>Measure</th>
<th>Sublist A (LF)</th>
<th>Sublist B (HF)</th>
<th>Sublist A (LF)</th>
<th>Sublist B (HF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>M</td>
<td>534</td>
<td>526</td>
<td>3.01</td>
<td>1.85</td>
</tr>
<tr>
<td>Subject SD</td>
<td>56</td>
<td>53</td>
<td>5.39</td>
<td>4.48</td>
</tr>
<tr>
<td>Item SD</td>
<td>43</td>
<td>43</td>
<td>5.95</td>
<td>4.18</td>
</tr>
</tbody>
</table>

Note. L = latency; ER = error rate; LF = low frequency; HF = high frequency.
this orthographic priming significantly below that of homophone priming.

Experiments 2 and 3

There is a well-established impression that priming based on visual form—so-called orthographic, or form, priming—is limited to conditions in which the priming stimulus is not identifiable (e.g., Forster, 1987; Forster & Davis, 1991; Humphreys et al., 1987). Those conditions were met in Experiment 1, and evidence of a priming due to visual likeness was found: TOLD–toad differed significantly from its control, GIVE–toad. Under the same conditions of unidentified primes, however, Experiment 1 revealed that there was homophone priming over and above orthographic priming.

Interactive activation models of the kind McClelland and Rumelhart (1981) introduced are well suited to addressing the form priming expressed by TOLD–toad. In such models, word processing units are selectively attuned to respond to activation patterns in (abstract) letter processing units coded for position. If the unit for letter-T-in-first-position is sufficiently excited, then all the word units with T as the initial letter will become active. Similar processes occur for letter-O-in-second-position, and for the remaining letters in TOLD. In recognizing TOLD, therefore, the internal representation toad and the representations of all other words orthographically resembling TOLD are partially activated. Consequently, the occurrence of toad soon after TOLD means that the processing of toad can benefit from the prior processing of TOLD. The simplicity and straightforwardness of the preceding account hides, however, a major insufficiency: It does not lead to the expectation that orthographic priming requires unidentified primes.

One view of the restriction of orthographic priming to masked primes is that it reflects the interaction of primes and targets competing within the information-processing system for a single (abstract) orthographic description (Humphreys et al., 1987). This interaction impedes target processing when the prime and target are orthographically different (GIVE–toad) and assists target processing when the prime and target are orthographically similar (TOLD–toad). A prime that is similar on abstract orthographic dimensions to its target will support, rather than compete with, the abstract orthographic description of the target. That two stimuli may coalesce to produce a single orthographic description is consistent with a phase of dichoptic visual masking, usually found in the SOA range of 0–50 ms, in which two successively presented stimuli function as a single unit (Michaels & Turvey, 1979). This masking by common synthesis, as it has been called, is not energy dependent—as is the case for two monocularly or binocularly presented stimuli that coalesce over a similar SOA range (Michaels & Turvey, 1979). When referred to the interactive activation model, the preceding interpretation of the masking dependency would suggest a prelexical locus for orthographic priming (cf. Humphreys et al., 1987). If, in Experiment 1, a prime and a target interacted in the formation of the orthographic access code, then the word processing units partially activated by the resultant code would be less likely to include toad when GAVE was the prime than when TOLD was the prime.

An important prediction of the prelexical interaction interpretation of orthographic priming is that the difference between TOLD–toad and GAVE–toad, favoring the former, should decline with SOA. Experiments that have used the four-field procedure and identification as the dependent measure have revealed this inverse relation (Humphreys et al., 1987). A similar dependency on SOA would have to be expected of phonological priming if it were the case that phonological priming was the outcome of the same process that gave rise to orthographic priming. The significant difference between the two kinds of priming in Experiment 1 suggests, however, that they may not be of common origin. One form of evidence in favor of different bases to orthographic and phonological priming would be a different response of the two priming types to SOA. Does phonological priming continue to occur, and orthographic priming not occur, over SOAs that render primes identifiable? We examined this question in Experiment 2 with an SOA of 60 ms, close to the limit on masking by common synthesis (Michaels & Turvey, 1979) and which had been shown in pilot research to produce identifiable primes in most subjects for the stimulus size, duration, and illumination conditions of Experiment 1. In Experiment 3 we examined the same question with an SOA of 250 ms, that is, at the lower end of the time scale within which strategic processes are said to become applicable (Neely, 1991), and safely outside the time scale at which an afterimage target could mask a prior prime.

Method

Subjects. Forty-two undergraduates at the University of Connecticut served as subjects in Experiment 2, and another 42 undergraduates served as subjects in Experiment 3. In each experiment, a subject was assigned to one of six counterbalancing groups, according to the time he or she appeared at the laboratory, yielding a total of 7 subjects per group. None of the subjects had participated in Experiment 1.

Materials and design. Materials and design were the same as those in Experiment 1.

Procedure. The procedure was the same as that of Experiment 1 except that the SOA between prime and target was 60 ms in Experiment 2 and 250 ms in Experiment 3.

It has been suggested that there is at least one experimental situation in which orthographic priming does not arise in prelexical processes but seems to depend on prime recognition (Forster, 1987). When prime and target are related both in form and morphology (e.g., SENT–send), the resultant priming matches identity priming (Forster, Davis, Schoknacht, & Carter, 1987), implying that priming occurs only after the prime has been recognized. On the basis of the present research, this effect is more legitimately understood as an instance of phonological priming that encompasses lexical and prelexical processes.
Table 2
Mean Naming Latencies (In Milliseconds) and Percentage Error Rate, With the Corresponding Standard Deviations by Subjects and by Items for the “Related” and “Unrelated” Primes of Experiment 2

<table>
<thead>
<tr>
<th>Measure</th>
<th>“Related” primes</th>
<th>“Unrelated” primes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TOAD-load</td>
<td>TOWED-load</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>ER</td>
</tr>
<tr>
<td>Sublist A (LF)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>554</td>
<td>1.79</td>
</tr>
<tr>
<td>Subject SD</td>
<td>68</td>
<td>4.43</td>
</tr>
<tr>
<td>Item SD</td>
<td>48</td>
<td>4.77</td>
</tr>
<tr>
<td>Sublist B (HF)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>543</td>
<td>2.98</td>
</tr>
<tr>
<td>Subject SD</td>
<td>64</td>
<td>6.05</td>
</tr>
<tr>
<td>Item SD</td>
<td>33</td>
<td>7.19</td>
</tr>
</tbody>
</table>

Note. L = latency; ER = error rate; LF = low frequency; HF = high frequency.

Results and Discussion

Tables 2 and 3 summarize the results of the two experiments. The omnibus ANOVA described in Experiment 1 revealed for the data of Experiment 2 an effect of sublist (Sublist A = 583 ms vs. Sublist B = 570 ms) limited to the subjects analysis, F(1, 41) = 40.48, p < .001, F(2, 94) = 3.88, p > .05, and no interactions involving sublist (Fs < 1). In the error analysis, the Prime Type x Sublist interaction was significant for subjects and for stimuli, F(1, 82) = 3.22, p < .05, F(2, 188) = 3.09, p < .05.

With respect to Experiment 3, sublist (Sublist A = 591 ms vs. Sublist B = 579 ms) was significant by subjects, F(1, 41) = 32.01, p < .001, and insignificant by stimuli, F(2, 94) = 3.30, p > .05. Prime Type x Sublist was significant by subjects, F(2, 82) = 4.04 p < .05, but not by stimuli, F(2, 188) = 1.37, p > .05. In the error analysis, sublist (Sublist A = 0.89% vs. sublist B = 0.30%) was significant, F(1, 41) = 4.92, p < .05, F(2, 94) = 4.95, p < .05, but it was involved in no interactions (all Fs < 1).

As with Experiment 1, the important analyses are the planned comparisons and the partial interactions. These statistics are presented first for the data of Experiment 2. The planned comparisons of Experiment 2 revealed that whereas TOWED-toad differed significantly from PLASM-toad by 23 ms, F(1, 41) = 36.99, p < .001, F(2, 94) = 21.63, p < .001, the 7 ms difference between TOLD-toad and GIVE-toad was not significant, F(1, 41) = 3.59, p > .05, F(2, 94) = 1.53, p > .05. For identity priming, TOAD-toad differed from GIVE-toad by 41 ms, F(1, 41) = 120.06, p < .001, F(2, 94) = 80.07, p < .001. The differences between phonological priming and orthographic priming were corroborated by the analysis of partial interactions: The contrast of TOWED-toad versus PLASM-toad (23 ms difference) and TOLD-toad versus GIVE-toad (7 ms difference) was significant, F(1, 41) = 17.01, p < .001, F(2, 94) = 5.25, p < .05. Additionally, the partial interaction between TOWED-toad versus PLASM-toad (23 ms difference) and TOAD-toad versus GINK-toad (41 ms dif-

Table 3
Mean Naming Latencies (In Milliseconds) and Percentage Error Rate, With the Corresponding Standard Deviations by Subjects and by Items for the “Related” and “Unrelated” Primes of Experiment 3

<table>
<thead>
<tr>
<th>Measure</th>
<th>“Related” primes</th>
<th>“Unrelated” primes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TOAD-toad</td>
<td>TOWED-toad</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>ER</td>
</tr>
<tr>
<td>Sublist A (LF)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>566</td>
<td>1.49</td>
</tr>
<tr>
<td>Subject SD</td>
<td>62</td>
<td>4.10</td>
</tr>
<tr>
<td>Item SD</td>
<td>43</td>
<td>4.41</td>
</tr>
<tr>
<td>Sublist B (HF)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>553</td>
<td>0.00</td>
</tr>
<tr>
<td>Subject SD</td>
<td>58</td>
<td>0.00</td>
</tr>
<tr>
<td>Item SD</td>
<td>41</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Note. L = latency; ER = error rate; LF = low frequency; HF = high frequency.
ference) was significant, $F(1, 41) = 15.24, p < .001$, $F(2, 19, 94) = 9.50, p < .01$, as was that between TOLD-toad versus GIVE-toad (7 ms difference) and TOAD-toad versus FINK-toad (41 ms difference), $F(1, 41) = 41.31, p < .001$, $F(2, 19, 94) = 24.85, p < .001$.

Considering the sublist (frequency) influence in Experiment 2 more closely, orthographic priming in Sublist A and Sublist B was 3 ms and 11 ms, respectively (see Table 2). Neither was significant: $F(1, 41) < 1$, $F(2, 47) < 1$, and $F(1, 41) = 6.09, p < .05$, $F(2, 47) = 1.99, p > .05$, respectively. With respect to phonological priming, the difference between TOWED-toad and PLASM-toad in Sublist A was 25 ms, and in Sublist B it was 21 ms. Both differences were significant, $F(1, 41) = 26.08, p < .001$, $F(2, 47) < 13.00, p < .001$, and $F(1, 41) = 29.39, p < .001$, $F(2, 47) = 8.87, p > .01$, respectively, underscoring that phonological priming did not depend on word frequency. As noted, a contribution of sublist was found in the omnibus ANOVA on errors, specifically, a Sublist $\times$ Prime Type interaction. Importantly, there was no corresponding three-way interaction involving relatedness. Table 2 shows that the error rates in Sublist A were lower for the identity and orthographic primes than for the homophonic primes, whereas in Sublist B the reverse was true. This same pattern was replicated with the unrelated primes pointing away from any particular relation between word frequency and the dimensions of priming. Apparently, the patterning of errors followed the patterning of prime frequencies. For the identical, orthographic, and homophonic primes—both experimental and control—the frequencies were 15, 31, and 183, respectively, in Sublist A; and 88, 72, and 13, respectively, in Sublist B. If this parallelism of error and the prime frequency patterns is not artifact or chance, then a notion of a frequency-constrained processing “spillover” (or mutual processing interference) when two words are visually presented at short SOAs may need to be considered. Most important, the replication of the prime frequency effect in the control stimuli underscores the significance of the controls. If they had not been used in the present experiment, with analyses limited only to TOAD, TOWED, and TOLD, as is conventional, then false conclusions would have been drawn about the dependence of the priming on frequency.

Essentially the same statistical pattern was obtained for the data of Experiment 3, with one major exception; namely, that phonological priming approached identity priming, with the proximity greater for HF targets than for LF targets (see Table 3). The planned comparisons revealed that the 20-ms difference between TOWED-toad and PLASM-toad was significant, $F(1, 41) = 30.91, p < .001$, $F(2, 19, 94) = 9.94, p < .01$, but the 5-ms difference between TOLD-toad and GIVE-toad was not, $F(1, 41) = 2.10, p > .05$, $F(2, 19, 94) = 1.53, p > .05$. For identity priming, TOAD-toad differed from FINK-toad by 31 ms, $F(1, 41) = 57.61, p < .001$, $F(2, 19, 94) = 40.23, p < .001$. The partial interactions provided further confirmation of the marked contrast between phonological and orthographic priming. The partial interaction between TOWED-toad versus PLASM-toad (20 ms difference) and TOLD-toad versus GIVE-toad (5 ms difference) was highly significant, $F(1, 41) = 29.10, p < .001$, $F(2, 19, 94) = 9.90, p < .01$. Additionally, the partial interaction between TOLD-toad versus GIVE-toad (5 ms difference) and TOAD-toad versus FINK-toad (31 ms difference) was highly significant, $F(1, 41) = 53.11, p < .001$, $F(2, 19, 94) = 30.05, p < .001$, but the partial interaction between TOWED-toad versus PLASM-toad (20 ms difference) and TOAD-toad versus FINK-toad (31 ms difference) was significant only by subjects, $F(1, 41) = 7.32, p < .01$, $F(2, 19, 94) = 2.77, p > .05$. The latter points to an effect of phonological primes that is not so different from that of identity primes. More specifically, identity and phonological priming were indistinguishable for HF targets (the partial Prime Type $\times$ Relatedness interaction in Sublist B was insignificant [both $Fs < 1$]) but remained distinguishable for LF targets (the partial Prime Type $\times$ Relatedness interaction in Sublist A was significant, $F(1, 41) = 11.36, p < .01$, $F(2, 1, 47) = 5.78, p < .05$).

Neither Experiment 2, with barely identifiable primes, nor Experiment 3, with clearly identifiable primes, provided evidence for orthographic priming in agreement with previous research that has suggested a restriction on this type of priming to masked prime conditions (e.g., Humphreys et al., 1987; Forster, 1987). The same does not seem to be the case for phonological priming. Inspection of the results of Experiments 1, 2, and 3 suggests that phonological priming is indifferent to the identifiability of the prime (or, alternatively, is relatively constant over SOA, viz., 28-, 23-, and 20-ms effects for SOAs of 30, 60, 250 ms, respectively), and that identity priming tends to converge on phonological priming as SOA increases. Phonological priming was clearly different from, and very much more pronounced than, orthographic priming. The more pronounced nature of phonological priming has to be considered in the context of the fact that the orthographic pairs (TOLD-toad) were designed to be, on average, more visually similar than the phonological pairs (TOWED-toad). On the computed index of visual similarity (see Materials section in Experiment 1), the contrast was .70 versus .64, respectively. As the more pervasive priming, phonological priming would seem to be the theoretically more important priming, reflecting processes more fundamental to word recognition than those reflected in orthographic priming.

Returning to the discussion of orthographic priming, which was brought up in the introduction, the dismissal of the notion of abstract graphemic processing units would focus the effects of orthographic similarity strictly within the network of connections between orthographic features and phonological features. Working within this focus leads to a new hypothesis about orthographic priming and a suitably contrasting hypothesis about phonological priming. The short-term effects associated with TOLD-toad pairs would suggest that activity within the network reflects briefly the specific encoding of orthographic features into phonological features. That is, for a brief time there is a pattern of activity over the orthographic features that reflects precisely how the phonological features were activated. The present hypothesis is that this brief encoding-specific pattern is the basis for so-called orthographic
priming. In contrast, the basis for phonological priming is the states of the phonological processing units made active by that encoding and enhanced by feedback from the word processing units activated by the phonological units.

Experiments 4 and 5

It will be recalled that the departure point for the present research was the failed pseudohomophone test of Humphreys et al. (1982). In light of the successes of Experiments 1–3 in demonstrating phonological priming within a three-field naming task, the question of phonological priming by pseudohomophones can be reopened in the context of this task. If pseudohomophones are functionally similar to homophones in priming capability—as is the case in pseudodissociative priming (Lukatela & Turvey, 1994)—then the pseudohomophone test should be passed under the SOA and prime identifiability conditions of Experiments 2 and 3. In Experiment 4 we used an SOA of 60 ms, and in Experiment 5 we used an SOA of 250 ms.

The key feature of a thoroughgoing implementation of the pseudohomophone test is the graphic control. Ideally, for a given pseudohomophone, the graphic control should be the letter string that is most similar visually to the pseudohomophone while at the same time conforming to the phonotactic constraints of the language. In respect to a pseudohomophone such as TODE (in the pairing TODE-toad), TODF is visually similar, but the bigram DF is uncommon in English. The nonword TODS is somewhat less visually similar to TODE than TODF but has the advantage of more closely matching TODE in bigram frequency. According to the preceding criteria, TODS is the more appropriate graphic benchmark for TODE. The pseudohomophone test then becomes: Can TODE prime toad more than TODS primes toad?

The simple inclusion of TODS and the comparison of TODE-toad with TODS-toad, however, does not fully satisfy a thoroughgoing implementation of the pseudohomophone test. Each priming pair TODE-toad and TODS-toad must be evaluated against its own control. In Experiments 4 and 5, the experimental conditions for the target word toad consisted of word primes TOAD and LAME, pseudohomographic primes TODS and LARM, pseudohomophonc primes TODE and LAIM, and pseudoword primes PESK and RETH. Thus, TOAD-, TODS-, TODE-, and PESK-constitute the related contexts, and LAME, LARM-, LAIM-, and RETH-constitute the unrelated contexts. In sum, the pseudohomophone test would be passed if TODE primed significantly relative to its unrelated control LAIM and relative to its pseudohomographic and pseudoword controls TODS and PESK, respectively.

Method

Subjects. The participants in Experiment 4 were 48 undergraduates at the University of Connecticut. A subject was assigned to one of eight groups, yielding 6 subjects per group. The participants in Experiment 5 were 40 undergraduates at the University of Connecticut, with each subject assigned to one of eight groups, yielding 5 subjects per group. None of the subjects in either experiment had participated in Experiments 1–3.

Materials. There were eight word sets (see Appendix B). The first set (also the base set) consisted of 96 identity-related word pairs (e.g., TOAD-toad), 48 of which were LF and 48 of which were HF. LF words had a mean frequency of 13.73 ± 9.63. HF words had a mean frequency of 176.08 ± 156.02. (All frequencies were determined from Kucera & Francis, 1967.) When both subgroups of words were collapsed, the mean frequency was 94.91 ± 136.93.

Two LF maximally related word–word pairs (prime and target were the same word) were paired to match in length, to mismatch (as far as possible) in visual form, and to match (as closely as possible, given the other constraints) in their respective word frequencies. This created 24 LF “identity quadruples” (e.g., TOAD-toad, LAME-lame). Twenty-four HF identity quadruples (e.g., WIFE-wife, DOOR-door) were created in similar fashion. The 48 identity quadruples defined in the preceding manner composed the 96 stimulus pairs of Set 1. From Set 1, 7 additional sets of 96 pairs were generated.

Set 2: Within each identity quadruple, the mutual substitution of primes produced a new nonidentity quadruple of two semantically, graphemically, and phonologically unrelated word–word pairs (e.g., LAME-toad, TOAD-lame).

Set 3: In each identity quadruple, each priming word was replaced by its pseudohomophone to produce phonologically related, pseudohomophone–word pairs (e.g., TODE-toad, LAIM-lame).

Set 4: In each nonidentity quadruple, each priming word was replaced by its pseudohomophone to produce phonologically unrelated, pseudohomophone–word pairs (e.g., LAIM-toad, TODE-lame). In both Set 3 and Set 4 the pseudohomophone that replaced a given word had the same word length and shared the same initial letter(s) and phoneme(s) with its source word.

Set 5: In each phonologically related pseudohomophone–word pair, the prime was replaced by its pseudohomograph to produce visually related, pseudohomograph–word pairs (e.g., TODS-toad, LARM-lame).

Set 6: In each phonologically unrelated pseudohomophone–word pair, the prime was replaced by its pseudohomograph to produce visually unrelated pseudohomograph–word pairs (e.g., LARM-toad, TODS-lame). In both Set 5 and Set 6 the pseudohomograph that replaced a given pseudohomophone shared in the same position all but one letter with its yoked pseudohomophone; hence, each pseudohomograph had the same index of visual similarity with its source word as its yoked pseudohomophone. With regard to the identity prime (and target), the pseudohomophone and its yoked pseudohomograph shared in the same position the same letters.

Set 7: In each identity quadruple, each priming word was replaced by a pseudoword to produce 48 pseudoword–word dedicated control quadruples (e.g., PESK-toad, RETH-lame). The dedicated pseudoword that replaced a given priming word had the same number of letters as the word, but none of its letters was shared in the same position with the target word, with its yoked pseudohomophone, or with its yoked pseudohomograph.

Set 8: Within each dedicated control quadruple, the mutual substitution of primes produced a new nondedicated control quadruple with two nondedicated pseudoword–word pairs (e.g., RETH-toad, PESK-lame). Sometimes (but rarely) the nondedicated pseudoword shared one letter with the target or the target’s yoked pseudohomophone or yoked pseudohomograph.

Finally, a foil set of 36 unrelated word–word pairs was also created. The foil set was used to counter the development of biases.
such as making predictions about targets on the basis of the sound of the prime.

**Design.** Eight counterbalanced experimental lists were prepared for eight groups of subjects. Each subject saw 6 stimulus pairs of 16 different prime types (LF identity word, HF identity word, LF nonidentity word, HF nonidentity word, LF related pseudohomophone, HF related pseudohomophone, LF unrelated pseudohomophone, HF unrelated pseudohomophone, LF related pseudograph, HF related pseudograph, LF unrelated pseudograph, HF unrelated pseudograph, LF dedicated pseudoword, HF dedicated pseudoword, LF nondedicated pseudoword, HF nondedicated pseudoword), providing for 96 different experimental stimulus pairs. The frequency designation LF or HF for a given prime was always in accordance with the word in Set 1 from which it was derived or to which it was related by the requirements for producing control stimuli. In addition, each subject saw 36 unrelated word-word pairs to make a total of 132 stimulus pairs per session. The experimental sequence was preceded by a practice sequence of 24 stimulus pairs.

**Procedure.** The procedure of Experiment 4 was the same as that in Experiment 2 (SOA = 60 ms), and the procedure of Experiment 5 was the same as that in Experiment 3 (SOA = 250 ms).

**Results and Discussion.**

Tables 4 and 5 summarize the results of the two experiments. An omnibus ANOVA of the kind first described in Experiment 1 was conducted, which involved the quasi variables of prime type and relatedness and the real variable of target frequency. As in Experiments 1–3, this ANOVA provided useful indicators of the interactions involving the frequency of the stimuli. The ANOVA revealed that, for Experiment 4, the main effect of target frequency (LF = 570 ms vs. HF = 560 ms) was significant by subjects but not by stimuli, F(1, 39) = 30.53, p < .001, F(2, 94) = 2.00, p > .05, and that there were no significant interactions involving frequency. In the error analysis, neither the effect of frequency (LF = 3.30% vs. HF = 3.04%) nor any of its interactions were significant (Fs < 1).

Similar results were found for Experiment 5: In the latency ANOVA, target frequency (LF = 554 ms vs. HF = 546 ms) was significant by subjects but not by stimuli, F(1, 39) = 31.89, p < .001, F(2, 94) = 1.87, p > .05, but there were no significant interactions involving frequency. In the error analysis, frequency (LF = 0.31% vs. HF = 0.73%) was insignificant as a main effect, F(1, 39) = 2.36, p > .05, F(2, 94) = 2.15, p > .05, and was involved in no interactions.

With respect to the planned comparisons of Experiment 4, the 26-ms difference between TOAD-toad and LAIM-toad was significant, F(1, 47) = 33.08, p < .001, F(2, 94) = 21.57, p < .001, as was the 21-ms difference between TODS-toad and LARM-toad, F(1, 47) = 24.20, p < .001, F(2, 94) = 15.64, p < .001. Additionally, the 34-ms difference between TOAD-toad and LAME-toad was significant, F(1, 47) = 68.08, p < .001, F(2, 94) = 32.09, p < .001, and the 1-ms difference between PESK-toad and RETH-toad was insignificant (Fs < 1).

The equality in Experiment 4 of TODE and its orthographic control TODS suggested by the planned comparisons was confirmed by the analyses of partial interactions: TODE-toad versus LAIM-toad (26 ms) and TODS-toad versus LARM-toad (21 ms) were insignificant (Fs < 1). Relatedly, TODE-toad versus LAIM-toad (26 ms) and PESK-toad versus RETH-toad (1 ms) were significant, F(1, 47) = 20.79, p < .001, F(2, 94) = 13.08, p < .001, as were TODS-toad versus LARM-toad (21 ms) and PESK-toad versus RETH-toad (1 ms), F(1, 47) = 14.47, p < .001, F(2, 94) = 7.75, p < .01. At the same time, the possibility that there was a difference favoring TODE over TODS is suggested by the partial interactions involving the identity prime: TODE-toad versus LAIM-toad (26 ms) and TOAD-toad versus LAME-toad (34 ms) were not significant by either subjects or stimuli, F(1, 47) = 2.35, p > .05, F(2, 94) = 1.19, p > .05, whereas TODS-toad versus LARM-toad (21 ms) and TOAD-toad versus LAIME-toad (34 ms) were significant by subjects, F(1, 47) = 4.18, p < .05, and marginally significant by stimuli, F(2, 94) = 3.37, p < .07.

With regard to frequency, the impression from Table 4 is that with HF words, TODS-toad produced more priming...

### Table 4

Mean Naming Latencies (In Milliseconds) and Percentage Error Rate, With the Corresponding Standard Deviations by Subjects and by Items for the "Related" and "Unrelated" Primes of Experiment 4

<table>
<thead>
<tr>
<th>Item</th>
<th>Frequency</th>
<th>&quot;Related&quot; primes</th>
<th>&quot;Unrelated&quot; primes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TOAD-toad</td>
<td>TOAD-toad</td>
<td>TODE-toad</td>
</tr>
<tr>
<td></td>
<td>L</td>
<td>ER</td>
<td>L</td>
</tr>
<tr>
<td>Low</td>
<td>543</td>
<td>4.86</td>
<td>559</td>
</tr>
<tr>
<td></td>
<td>72</td>
<td>10.29</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>55</td>
<td>8.39</td>
<td>47</td>
</tr>
<tr>
<td>High</td>
<td>534</td>
<td>4.51</td>
<td>548</td>
</tr>
<tr>
<td></td>
<td>68</td>
<td>8.93</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>48</td>
<td>7.48</td>
<td>52</td>
</tr>
</tbody>
</table>

*Note.* L = latency; ER = error rate.
Table 5

Mean Naming Latencies (In Milliseconds) and Percentage Error Rate, With the Corresponding Standard Deviations by Subjects and by Items for the “Related” and “Unrelated” Primes of Experiment 5

<table>
<thead>
<tr>
<th>Item Frequency</th>
<th>TOAD-toad</th>
<th>TOSD-toad</th>
<th>TODE-toad</th>
<th>PEK-toad</th>
<th>LAMBE-toad</th>
<th>LARM-toad</th>
<th>LAIM-toad</th>
<th>RETH-toad</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low M</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subject SD</td>
<td>532</td>
<td>0.42</td>
<td>553</td>
<td>0.00</td>
<td>539</td>
<td>0.42</td>
<td>558</td>
<td>0.42</td>
</tr>
<tr>
<td>Item SD</td>
<td>46</td>
<td>2.89</td>
<td>48</td>
<td>0.00</td>
<td>45</td>
<td>2.89</td>
<td>38</td>
<td>2.89</td>
</tr>
<tr>
<td>High M</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subject SD</td>
<td>523</td>
<td>0.42</td>
<td>546</td>
<td>1.25</td>
<td>539</td>
<td>0.42</td>
<td>552</td>
<td>0.83</td>
</tr>
<tr>
<td>Item SD</td>
<td>49</td>
<td>2.89</td>
<td>52</td>
<td>4.89</td>
<td>39</td>
<td>2.89</td>
<td>48</td>
<td>4.04</td>
</tr>
</tbody>
</table>

Note. L = latency; ER = error rate.

relative to its control than did TODE-toad relative to its control (24 ms vs. 17 ms). This impression, however, was not supported statistically (the partial Prime Type × Relatedness interaction was insignificant [both Fs < 1]). Another impression from Table 4, one that receives more substantial statistical support, is that pseudohomophone priming was stronger for LF targets than for HF targets (34 ms vs. 17 ms; Relatedness × Frequency interaction was significant by subjects, F(1, 47) = 6.08, p < .05, but not by stimuli, F(2, 194) = 2.60, p > .05).

Turning to Experiment 5, the planned comparisons revealed that the 22-ms difference between TODE-toad and LAIM-toad was significant, F(1, 39) = 23.91, p < .001, F(2, 194) = 20.04, p < .001, but the 8-ms difference between TOSD-toad and LAIM-toad was not, F(1, 39) = 3.05, p > .05, F(2, 194) = 1.61, p > .05. Additionally, the 23-ms difference between TOAD-toad and LAME-toad was significant, F(1, 39) = 26.43, p < .001, F(2, 194) = 25.13, p < .001, but the 5-ms difference between PEK-toad and RETH-toad was not, F(1, 39) = 1.97, p > .05, F(2, 194) = 1.06, p > .05.

That TOAD was different in Experiment 5 from its orthographic control TOSD was confirmed by the analysis of partial interactions: First, TODE-toad versus LAIM-toad (22 ms) and TOSD-toad versus LAME-toad (8 ms) was significant, F(1, 39) = 5.35, p < .05, F(2, 194) = 4.32, p < .05. Second, TOAD-toad versus LAIM-toad (22 ms) and TOAD-toad versus LAME-toad (23 ms) was not significant (both Fs < 1), but TOSD-toad versus LARM-toad (8 ms) and TOAD-toad versus LAME-toad (23 ms) was significant, F(1, 39) = 7.50, p < .01, F(2, 194) = 5.11, p < .05. Third, TOAD-toad versus LAIM-toad (22 ms) and PEK-toad versus RETH-toad (5 ms) was significant, F(1, 39) = 7.81, p < .01, F(2, 194) = 4.73, p < .05, but TOSD-toad versus LARM-toad (8 ms) and PEK-toad versus RETH-toad (5 ms) was not significant (both Fs < 1). Another subanalysis, which directly compared the principal prime–target pairings, showed that both TOAD-toad and TODE-toad differed from TOSD-toad: TOAD-toad differed by 22 ms, F(1, 39) = 33.53, p < .001, F(2, 194) = 17.60, p < .001, and TODE-toad differed by 11 ms, F(1, 39) = 9.06, p < .01, F(2, 194) = 5.41, p < .05.

Returning to frequency, the mean latencies in Table 5 suggest that although orthographic priming was insignificant overall, it might have occurred for LF words. The 12-ms difference in the LF case was significant by subjects but not by stimuli, F(1, 39) = 7.18, p < .01, F(2, 47) = 3.57, p < .05; the 4-ms difference in the HF case was significant by neither subjects nor stimuli (Fs < 1). Relatedly, inspection of Table 5 suggests that phonological priming occurred reliably for both frequency levels (LF = 24 ms, HF = 19 ms)—for the 24-ms difference: F(1, 39) = 24.24, p < .001, F(2, 47) = 11.91, p < .001; for the 19-ms difference: F(1, 39) = 8.49, p < .01, F(2, 47) = 8.14, p < .01.

Experiments 4 and 5 were directed at the pseudohomophone test. Specifically, can a word be primed by a nonword that is homophonous with the word? The question is posed in the context of controls that assess whether the pseudohomophone's contribution is actually due to its orthographic structure rather than to its phonological structure. As Humphreys et al. (1982) remarked: "If phonological information is automatically activated via a nonlexical route, a pseudohomophone priming effect should occur. That is, target recognition should be better in the pseudohomophone condition than in the graphemic control condition. Alternatively, if only the lexical route is involved, there should be no difference between the two conditions" (p. 581).

The simple summary of the two experiments is that pseudohomophones passed the test with flying colors in Experiment 5 and failed the test (with one small reservation) in Experiment 4. In that Experiment 4 used a brief SOA along with the forward mask for the prime, its outcome may be considered as replicating the failed pseudohomophone test that Humphreys et al. (1987) conducted.

The success of Experiment 5 suggests that when a word target lags a homophonically related nonword prime by 250 ms, the phonological similarity between them can reduce the latency for naming the target. Because homophonic similarity was limited to 15% of the stimuli and to only
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7.5% if the identity prime conditions are excluded, it would seem that the success of Experiment 5 cannot be attributed to a general strategy of using phonological information to anticipate the target. Rather, on those trials on which TODE-toad pairs occurred, the phonology of TODE must have nonstrategically (i.e., automatically) affected the processing of toad. The assumption of dual-route theory that nonwords are processed by the nonlexical route leads to the interpretation of Experiment 5’s results as evidence for an automatic nonlexical basis of phonological priming. By implication, the priming by homophonic words observed in Experiments 1, 2, and 3 was similarly based in an automatic nonlexical process. That is, the pseudohomophones of Experiment 5 and the homophones of Experiments 1–3 engaged essentially the same process. As noted in the introduction, the core argument of dual-route theory that words and nonwords are processed by different procedures has been seriously questioned by recent experiments that have revealed a commonality between words and pseudohomophones in their sensitivity to attentional, frequency, and associative manipulations (Lukatela & Turvey, 1993; see also Van Orden et al., 1992).

Experiment 5 had an additional feature of significance that needs highlighting. When evaluated relative to their respective controls, the effects of pseudohomophone primes and identity primes were not statistically different. A reduced difference between phonological and identity priming (significant only by subjects) was evident in the homophone manipulations of Experiment 3. Together, the results of Experiment 5 and Experiment 3 suggest that stimuli that are matched only in phonology can exhibit a degree of priming that is comparable to that exhibited by stimuli that are matched perfectly in phonology, orthography, and meaning. The fact that orthographic priming was nonsignificant in these two experiments leads to the important understanding that phonological and identity primes may differ only on the lexical dimension. This notion is expressed most clearly with the data of Experiment 5: Whatever advantage identity primes had over pseudohomophone primes, that advantage had to lie in the singular fact that identity primes have a lexical representation that is lacking in the case of pseudohomophone primes.

The failure to satisfy the conditions of the pseudohomophone test in Experiment 4 seems to be due simply to the significant difference between TODS-toad and LARD-toad. The effect of TODE relative to its control was approximately the same in Experiments 4 and 5 (26 ms and 22 ms, respectively, and comparable to the 28-, 23-, and 20-ms effects of TOWED relative to its control in Experiments 1, 2, and 3, respectively). In contrast, the effect of TODS relative to its control was substantially different in Experiments 4 and 5 (21 ms and 8 ms, respectively). The marked presence of orthographic priming in Experiment 4 must also be contrasted with its absence under the identical SOA and masked prime conditions of Experiment 2. Where Experiments 4 and 2 differed was in the lexical status of the orthographic prime—the nonword TODS versus the word TOLD, respectively. In terms of the hypothesis that orthographic priming is a priming of orthographic-to-phonological connections, it would have to be argued that the target word toad benefited in Experiment 4 from the overlap between its specific encoding pattern and that of TODS but did not benefit in Experiment 2 from the overlap between its specific encoding pattern and that of TOLD. Given that the presentation conditions (SOA and masking) were identical in the two experiments, adherence to this primed connections interpretation of orthographic priming requires that the specific encoding pattern for TODS persisted beyond that for TOLD. Perhaps the encoding activity within the orthographic–phonographic matrix of weighted connections stabilizes more slowly (and thereby returns to the preactivation state at a later moment in time) when the stimulus is a nonword as opposed to a word. Perfetti and Bell (1991) suggested that the general buildup of information about nonwords may be slower than that for words because of the absence of lexical-level feedback to sublexical units.

The important methodological point of the preceding discussion is that although phonological priming and orthographic priming could have different origins (as suggested by Experiments 1–3), and could co-occur in any given experiment, a strong presence of orthographic priming would go against a successful outcome of the pseudohomophone test. The null hypothesis would be confirmed even though significant phonological priming occurred independent of orthographic priming. It seems that to demonstrate phonological priming by pseudohomophones at very brief SOAs, a further experimental innovation is needed that undercuts the conditions that give rise to orthographic priming. What is needed is some way to terminate the specific encoding pattern associated with the nonword prime at short prime–target temporal separations. This goal could be achieved, in principle, by inserting a patterned mask between the prime and the target.

Experiment 6

Experiment 6 replicated Experiment 4 in the stimuli used and in that an SOA of 60 ms was used. It differed from Experiment 4 in that it introduced pattern mask between prime and target. The purpose of this additional mask was to perturb the conditions thought to produce orthographic priming. If the target uses (traces of) the encoding pattern of the prime, then the intervening mask might restrict that usage.

Method

Subjects. The participants in the experiment were 48 undergraduates at the University of Connecticut. Each subject was assigned to one of eight groups, yielding six subjects per group. None of the subjects had participated in any of the previous experiments.

Materials and design. These were the same as in Experiment 4.

Procedure. The procedure repeated that of Experiment 4 except for a four-field presentation with the following sequence of stimuli: a visual mask for 500 ms, the prime for 30 ms, another visual mask for 30 ms, and the target for 400 ms. Consequently, the SOA was 60 ms.
Table 6
Mean Naming Latencies (in Milliseconds) and Percentage Error Rate, With the Corresponding Standard Deviations by Subjects and by Items for the "Related" and "Unrelated" Primes of Experiment 6

<table>
<thead>
<tr>
<th>Item frequency</th>
<th>&quot;Related&quot; primes</th>
<th>&quot;Unrelated&quot; primes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TOAD-toad</td>
<td>TODS-toad</td>
</tr>
<tr>
<td>Low M</td>
<td>L ER</td>
<td>L ER</td>
</tr>
<tr>
<td>510</td>
<td>0.35</td>
<td>528.1</td>
</tr>
<tr>
<td>Subject SD</td>
<td>55 2.41</td>
<td>52.40</td>
</tr>
<tr>
<td>Item SD</td>
<td>45 2.41</td>
<td>33.40</td>
</tr>
<tr>
<td>High M</td>
<td>L ER</td>
<td>L ER</td>
</tr>
<tr>
<td>496</td>
<td>2.08</td>
<td>518.1</td>
</tr>
<tr>
<td>Subject SD</td>
<td>55 5.57</td>
<td>50.48</td>
</tr>
<tr>
<td>Item SD</td>
<td>41 5.78</td>
<td>33.43</td>
</tr>
</tbody>
</table>

Note. L = latency; ER = error rate.

Results and Discussion

The results are summarized in Table 6. The omnibus ANOVA revealed that target frequency (LF = 533 ms vs. HF = 520 ms) was significant by subjects and by stimuli, F(1, 47) = 7.37, p < .001, F(2, 94) = 5.11, p < .05. There were, however, no significant interactions involving frequency. In the error analysis, the main effect of frequency (LF = 0.48% vs. HF = 0.76%) was insignificant, F(1, 47) = 1.85, p > .05, F(2, 94) = 1.93, p > .05, as were its interactions.

Planned comparisons revealed that the 23-ms difference between TODE-toad and LAIM-toad was significant, F(1, 47) = 53.49, p < .001, F(2, 94) = 27.61, p < .001, as was the 12-ms difference between TOADS-toad and LARM-toad, F(1, 47) = 10.92, p < .01, F(2, 94) = 10.10, p < .01. The respective min F’s for these two contrasts were, respectively, min F’ (1, 141) = 18.21, p < .001, and min F’ (1, 128) = 5.25, p < .03. Additionally, the 30-ms difference between TOAD-toad and LAME-toad was significant, F(1, 47) = 59.30, p < .001, F(2, 94) = 51.68, p < .001. The 2-ms difference between PESK-toad and RETH-toad was insignificant (Fs < 1).

Although TODE-toad and TOADS-toad were both significantly different from their respective controls, the min F’ analysis and the following examination of partial interactions suggest that TODE-toad was different in larger degree: First, the partial interaction involving TODE-toad versus LAIM-toad (23 ms) and TOADS-toad versus LARM-toad (12 ms) reached significance by subjects, F(1, 47) = 7.21, p < .01, F(2, 94) = 2.07, p > .05. Second, the partial interaction involving TODE-toad versus LAIM-toad (23 ms) and TOADS-toad versus LARM-toad (30 ms) was insignificant, F(1, 47) = 2.32, p > .05, F(2, 94) = 1.05, p > .05, min F’ (1, 141) < 1, whereas that involving TOADS-toad versus LARM-toad (12 ms) and TOAD-toad versus LAME-toad (30 ms) was significant by both subjects and stimuli, F(1, 47) = 13.03, p < .001, F(2, 94) = 6.60, p < .01, min F’ (1, 141) = 4.38, p < .05. Third, the significance attained by the partial interaction of TODE-toad versus LAIM-toad (23 ms) and PESK-toad versus RETH-toad (2 ms)—F(1, 47) = 25.55, p < .001, F(2, 94) = 11.68, p < .001—exceeded that attained by the partial interaction of TOADS-toad versus LARM-toad (12 ms) and PESK-toad versus RETH-toad (2 ms)—F(1, 47) = 4.34, p < .05, F(2, 94) = 3.95, p < .05. The corresponding min F’ analyses for the preceding comparisons were, respectively, min F’ (1, 141) = 8.02, p < .01, and min F’ (1, 129) = 2.07, p > .05. The evidence from the planned comparisons and partial interactions for a superiority of TODE over TOADS is strengthened by the outcome of a subanalysis that shows the 9 ms distinguishing TODE-toad from TOADS-toad to be significant, F(1, 47) = 9.06, p < .01, F(2, 94) = 3.93, p < .05.

One can see from Table 6 that TOADS-toad-type pairings, relative to their controls, produced a larger priming difference (18 ms) when the targets were LF words than when the targets were HF words (7 ms). Indeed, for LF targets, the 18-ms orthographic priming effect was significant, F(1, 47) = 7.67, p < .01, F(2, 94) = 9.15, p < .01; for HF targets the 7-ms orthographic priming effect was insignificant, F(1, 47) = 1.85, p > .05, F(2, 47) = 1.99, p < .05. In contrast, inspection of Table 6 suggests that phonological priming was equally reliable for both LF (23 ms) and HF (23 ms) target words, F(1, 47) = 26.91, p < .001, F(2, 47) = 14.61, p < .001, and F(1, 47) = 15.74, p < .001, F(2, 47) = 13.15, p < .001, respectively.

In summary, the overall pattern of results allows the conclusion that the pseudohomophone test was satisfied. There was, in the present experiment, an effect of TODE on toad over and above the effect of TOADS on toad. Presumably, the success of the present experiment in comparison with the failure of its methodological mate, Experiment 4, is because of the inclusion of a pattern mask between the prime and target. There were two major hints that the conditions of the present experiment were psychologically distinct from those of Experiment 4. Whereas in Experiment 4 the total error rate was 3.2%, and the rate of intrusion errors was 2%, in the present experiment the total error rate was below 1%;
and whereas in Experiment 4 the overall mean latency was 565 ms, in the present experiment it was 522 ms. Another noteworthy aspect of Experiment 6 was that although the exposure time of the priming stimulus was only 30 ms (compared with 60 ms in Experiment 4), the majority of subjects reported, during debriefing, a clear view of the prime and an ability to identify it.

The reading given to the results of Experiment 6 is that the prime and target produced two separate perceptual events (Humphreys, Besner, & Quinlan, 1988), with a reduction in the possibility for orthographic priming (and, relatedly, an enhancement of the experimental capability to reveal phonological priming by pseudohomophones). The present interpretation of orthographic priming is that some of the orthographic processing units used by the target are preactivated by the prime. According to this interpretation, the effect of the intervening mask was to lessen the possibility that the specific orthographic processing units encoding the prime were still active during the encoding of the target. The apparent irrelevance of the intervening mask to phonological priming is consistent with the hypothesis that phonological priming is linked to states at a level of processing beyond the input encoding stage (specifically, activity in the phonological processing units is initiated by the orthographic units and enhanced by word units).

The results of Experiment 6 encourage a further comment. As noted several times above, a common claim is that orthographic or form priming is conditioned on an efficient masking of primes, which makes the primes unidentified by most subjects. The outcomes of Experiment 6 and Experiment 4 challenge this claim. In both experiments, orthographic priming was in evidence even though the majority of subjects reported that they were aware of the primes.

Experiment 7

A natural extension of the method introduced in Experiment 6 is to the time domain at which primes become unidentifiable. Pilot research revealed that in the sequence pattern mask–prime–pattern mask–target, subjects fail to be aware of the prime’s presence when the durations of the prime and its subsequent mask are reduced to 18 ms—one refreshing cycle on the monitor of the computer. Experiment 7 replicated Experiment 6 in all respects except for the use of a prime–target SOA of 36 ms filled with an 18-ms prime and an 18-ms pattern mask. We hoped that these conditions would continue to provide evidence favoring phonological priming by pseudohomophones. Opposing a successful pseudohomophone test, however, is the likelihood of diminished priming effects under the severe temporal conditions of the experiment. A lexical decision experiment by Parpaillon (reported by Grainger, 1992) involving masked priming and an SOA of 16 ms produced orthographic effects of no more than 5 ms; an experiment by Perfetti and Bell (1991) in which an identification task and backward masking were used failed to find phonological involvement earlier than 35 ms; and Ferrand and Grainger (1992), using masked primes and lexical decision, found no evidence for phonology at 32 ms. In consequence, we anticipated that the criteria for deciding on the success of the pseudohomophone test would have to be less demanding than in the preceding experiments.

Method

Subjects. The participants in the experiment were 64 undergraduates at the University of Connecticut. A subject was assigned to one of eight counterbalancing groups, yielding 8 subjects per group. None of the subjects had participated in any of the previous experiments.

Materials and design. These were the same as in Experiment 6.

Procedure. The procedure of Experiment 6 was replicated, except that the four-field presentation used the following parameters: a pattern mask for 500 ms, the prime for 18 ms, another pattern mask for 18 ms, and the target for 400 ms. Consequently, the nominal SOA was 36 ms.

| Table 7 |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Mean Naming Latencies (In Milliseconds) and Percentage Error Rate, With the Corresponding Standard Deviations by Subjects and by Items for the “Related” and “Unrelated” Primes of Experiment 7 |
| Item | Frequency | “Related” primes | | | “Unrelated” primes | | |
| L | ER | L | ER | L | ER | L | ER | L | ER |
| Low | | | | | | | | | |
| M | 527 0.26 | 536 0.00 | 530 0.26 | 542 0.52 | 545 0.26 | 544 0.26 | 547 0.78 | 541 0.52 |
| Subject SD | 35 2.08 | 52 0.00 | 45 2.08 | 49 2.92 | 52 2.08 | 46 2.08 | 46 3.55 | 50 2.92 |
| Item SD | 39 1.60 | 40 0.00 | 36 1.60 | 43 2.98 | 48 1.60 | 37 1.60 | 41 3.34 | 35 2.98 |
| High | | | | | | | | | |
| M | 515 0.52 | 529 1.04 | 525 1.30 | 531 1.30 | 536 1.30 | 534 0.52 | 532 1.04 | 534 0.26 |
| Subject SD | 48 4.17 | 55 4.07 | 52 4.51 | 40 4.51 | 50 4.51 | 47 2.92 | 50 5.04 | 43 2.08 |
| Item SD | 38 2.52 | 45 3.40 | 43 4.35 | 32 3.84 | 43 4.00 | 42 2.39 | 39 3.21 | 40 1.60 |

Note. L = latency; ER = error rate.
Results and Discussion

Table 7 summarizes the results. The omnibus ANOVA found target frequency (LF = 539 ms vs. HF = 529 ms) to be significant only by subjects, F(1, 63) = 49.10, p < .001, F(1, 94) = 2.86, p > .05, and found no interactions involving frequency (Fs < 1). In the error analysis, frequency (LF = 0.36% vs. HF = 0.91%) was significant as a main effect, F(1, 63) = 5.87, p < .05, F(1, 94) = 4.61, p < .05, but again there were no significant interactions involving frequency.

Turning to the planned comparisons, the 12-ms difference between TODS-toad and LAIM-toad was significant by both analyses, F(1, 63) = 15.67, p < .001, F(2, 1, 94) = 7.47, p < .01, whereas the 7-ms difference between TODS-toad and LARM-toad was significant by only one F(1, 63) = 7.07, p < .01, F(2, 1, 94) = 3.12, p > .05. Additionally, the 20-ms difference between TODS-toad and LAME-toad was significant, F(1, 63) = 33.92, p < .001, F(2, 1, 94) = 24.99, p < .001; the 2-ms difference between PESK-toad and RETH-toad was not (Fs < 1). Importantly, the basic pattern of contrasts was replicated under the severe temporal restraints of the present experiment, suggesting that its outcomes were only qualitatively different from those of previous experiments.

The partial interactions provided support for a priming difference favoring TODS. Although the partial interaction between TODS-toad versus LAIM-toad (12 ms) and TODS-toad versus LARM-toad (7 ms) was insignificant, F(1, 63) = 1.68, p > .05, F(2, 1, 94) < 1; the two primes were not equally different from the identity prime: TODS-toad versus LAIIMG-toad (12 ms) and TOAD-toad versus LAME-toad (20 ms) were insignificant, F(1, 63) = 3.90, p > .05, F(2, 1, 94) = 2.80, p > .05; but TODS-toad versus LARM-toad (7 ms) and TOAD-toad versus LAME-toad (20 ms) were significant by subjects, F(1, 63) = 3.90, p < .01, and was marginally significant by stimuli, F(2, 1, 94) = 3.64, p < .05. In addition, the partial interactions with the pseudowords. These again suggested that the effect of TODS exceeded that of TODS: TOAD-toad versus LAIM-toad (12 ms) and PESK-toad versus RETH-toad (2 ms) were significant by subjects, F(1, 63) = 6.95, p < .01, but by stimuli, F(2, 1, 94) = 2.12, p > .05, whereas TODS-toad versus LARM-toad (7 ms) and PESK-toad versus RETH-toad (2 ms) were significant by neither, F(1, 63) = 2.27, p > .05, F(2, 1, 94) < 1. Finally, subanalyses with the pseudoword controls revealed that TODS-toad and PESK-toad differed significantly, F(1, 63) = 10.82, p < .01, F(2, 1, 94) = 4.32, p < .05, but TODS-toad and PESK-toad did not, F(1, 63) = 2.62, p > .05, F(2, 1, 94) = 1.53, p > .05.

Orthographic and phonological priming seem to be more efficient with LF targets than with HF targets (see Table 7). An analysis of the interaction of relatedness and frequency restricted to the orthographic and phonological conditions yielded F(1, 63) = 3.39, p < .07, F(2, 1, 94) = 4.41, p < .05. This interaction was mainly due to the contrast within the phonological priming condition. The phonological priming effect with LF and HF targets was 17 ms and 7 ms, respectively; the 17-ms difference was significant, F(1, 63) = 23.84, p < .001, F(2, 1, 47) = 10.00, p < .01; the 7-ms difference was not, F(1, 63) = 1.67, p > .05, F(2) = 1. In the orthographic priming condition, the priming effect with LF and HF targets was 9 ms and 5 ms, respectively; the 9-ms difference was significant only by subjects, F(1, 63) = 10.02, p < .01, F(2, 1, 47) = 2.23, p > .05; the 5-ms difference was not significant by either analysis, F(1, 63) = 1.48, p > .05, F(2) < 1.

Given the reduced viewing conditions and the consequent reduction in priming magnitudes (identity priming in the present experiment was about 10 ms less than in the preceding experiments), the assessment of the overall pattern of results has to be that the pseudohomophone test was once again passed. Of particular significance to this conclusion is the fact that, by the basic measures, phonological priming occurred, min F(1, 1, 53) = 5.06, p < .03 (TODE-toad vs. LAIM-toad), but orthographic priming did not, min F(1, 1, 53) = 2.16, p > .05 (TODE-toad vs. LARM-toad). There was an effect of pseudohomophone primes over and above any effect attributable to their orthographic structure. Given that primes in the present experiment could not be identified, whereas those in Experiment 6 could be identified, it would seem that prime identifiability is not a factor in phonological priming by pseudohomophones. This conclusion echoes that made following the homophone priming experiments, Experiments 1–3. Additionally, it must be concluded, given the temporal conditions of the present experiment, that this phonological priming by pseudohomophones occurs at extremely fine time scales, highlighting the understanding that phonological codes are automatic, early, and primary in the processes of visual word recognition (e.g., Carello, Turvey, & Lukatela, 1992; Lukatela & Turvey, 1994; Perfetti, Zhang, & Berent, 1992; Van Orden et al., 1990). Reiterating the point of the pseudohomophone test (Humphreys et al., 1982), if pseudohomophones prime more than their orthographic (and other) controls, then it must be the case, by dual-route theory, that phonological priming occurs automatically over the nonlexical route given that the nonlexical route is the only one available for the processing of nonwords.

General Discussion

Seven experiments have been reported that have examined case-independent priming effects using three- and four-field masking paradigms similar to those first introduced by Evett and Humphreys (1981) to study such effects. The priming of major concern in the seven experiments has been that based on the phonological identity of a priming stimulus and a subsequent target stimulus in the absence of orthographic identity. In Experiments 1–3, word primes such as TOWED were compared with word primes such as TOLD in respect to their effects on the latency of naming targets such as toad. At issue was whether TOWED-toad exhibited greater priming than TOLD-toad. Experiment 1 provided evidence that priming occurred with both phonological and orthographic primes even when neither could be identified because of masking. Experiment 1 also showed that TOWED-toad primed more than TOLD-toad, impli-
cating a priming effect that was based on how a prime sounded rather than how it looked. Experiments 2 and 3 provided important extensions and elaborations of these effects due to TOWED and TOLD. With either marginally or clearly identifiable primes, TOLD-toad no longer exhibited any special advantages over the baseline condition of GAVE-toad. In contrast, these same circumstances of prime identifiability—correlated with prime-target SOAs of 60 and 250 ms, respectively—were circumstances in which TOWED-toad was associated with significantly shorter latencies than its baseline condition, PLASM-toad. The upshot of Experiments 1–3 is that phonological priming by homophones is distinct from orthographic priming. Apparently, phonological priming is independent of prime identifiability and is both prominent and relatively unchanging across most of the range of the theoretically important time scale of SOA ≤ 250 ms.

Experiments 4–7 were directed at the issue of whether TOOE-toad exhibited greater priming than TODS-toad. This comparison was referred to as the pseudohomophone test, in deference to the important studies of Humphreys et al. (1982), which pinpointed the success of pseudohomophonic priming as crucial to the claim that assembled phonology can play a key role in visual word recognition. Experiment 4 replicated, with a different task and with different stimuli, the equality in priming between a pseudohomophone and its orthographic control reported by Humphreys et al. (1982). Expressed simply, Experiment 4 failed the pseudohomophone test: Phonological priming was not greater than orthographic priming, suggesting—by the reasoning from classical dual-route theory—that (automatic) phonology over and above addressed phonology. The remaining experiments, 5–7, however, passed the test and did so either as a consequence of the expansion of SOA (from the 60-ms value of Experiment 4 to the 250-ms value of Experiment 5) or as a consequence of the introduction of a processing discontinuity between pseudohomophone and target through the procedure of interposing a pattern mask (Experiments 6 and 7). These two manipulations brought about a reduction in orthographic priming but left relatively invariant the magnitude of phonological priming. The implications of Experiments 4–7 are that phonological priming by pseudohomophones parallels that by homophones. That is to say, it is independent of prime identifiability and is both prominent and relatively unchanging across most of the range of the theoretically important time scale of SOA ≤ 250 ms.

For neither homophones nor pseudohomophones was there a systematic dependency of the observed priming effects on the frequency of the stimuli. There were, however, frequency effects. Orthographic priming was greater for LF targets than for HF targets in Experiment 1 but not in Experiment 2. In contrast, phonological priming in Experiments 1 and 2 was equally reliable with targets of both frequency levels. In Experiment 4, pseudohomophone priming was stronger for LF targets than for HF targets; in Experiment 5 the priming was not distinguished by target frequency. Only LF targets were primed orthographically in Experiment 6, whereas phonological priming by pseudohomophones occurred equally with both LF and HF targets. Finally, under the briefest presentation conditions of Experiment 7, priming by pseudohomophones was limited to LF targets.

The most important conclusion to be drawn from the present research is that the assessment of phonological coding by Humphreys et al. (1982) now seems unwarranted. They argued that the successful priming by homophones must have been due to automatic addressed (lexical) phonology and that the unsuccessful priming by pseudohomophones indicated that an assembled (nonlexical) phonology was, in all likelihood, not a component of skilled word recognition. If such a component did exist, it was strategic (rather than automatic) and slow relative to addressed phonology. The present results, to the contrary, point to a dominant role for a fast-acting, automatic, assembled phonology.

Allied to Humphreys et al.'s (1982) negative assessment of assembled phonology was the promotion of abstract graphemic features and abstract graphemic processing units as the underpinning for the lexical mechanism that assigns names to letter strings (Evett & Humphreys, 1981). To the extent that the hypothesis of abstract graphemes is coupled with the absence of evidence for a true phonological priming effect (and, thereby, the absence of evidence for assembled phonology and phonological processing units), the present results suggest that this hypothesis is unwarranted. A better hypothesis, it seems, is that variants of a letter in English are functionally equivalent because they map to an invariant configuration of phonological features. An emphasis on a matrix of weighted connections mapping a multidimensional orthographic space to a multidimensional phonologic space brings with it an interpretation of orthographic priming as related to the specific encodings (connections) leading to particular phonological patterns and phonological priming as related to the particular active phonological patterns themselves. Meyer, Schvaneveldt, and Rudy (1974) suggested an encoding-bias hypothesis to address orthographic and phonological priming, and the present arguments favor a resurrection of this hypothesis in a form tailored to contemporary (network) interpretations of the mechanisms of word recognition.

The particularly compelling demonstrations of phonological priming by identifiable homophones and pseudohomophones at SOA = 250 ms in Experiments 3 and 5, respectively, stand in sharp contrast to the failure to find consistent phonological priming in English when the presentations of rhymes and targets are prolonged (meaning that the SOAs are long). In the original investigation of rhyme priming, in which lexical decision was used, facilitation was found for BRIBE–TRIBE pairs, and inhibition was found for BREAK–FREAK pairs (Meyer et al., 1974). This pattern of results, which suggested the encoding-bias hypothesis to Meyer et al. (1974), was not upheld by further investigations. Orthographically illegal nonword stimuli that required a "no" response eliminated the BREAK–FREAK effect (Hanson & Fowler, 1987; Schulman, Hornak, & Sanders, 1978) as did a delay of 250 ms between prime and target (Hillinger, 1980), suggesting different principles behind the effects of phonological similarity (BRIBE–TRIBE).
and phonological dissimilarity (BREAK–FREAK). Hillinger's (1980) dismissal of the BREAK–FREAK effect was accompanied by demonstrations of rhyme priming for both orthographically similar (LATE–MATE) and dissimilar (EIGHT–MATE) stimuli and for rhymes received by ear or by eye. Attempts at replicating Hillinger's (1980) results have not been successful, however (Peter, Lukatela, & Turvey, 1990, for naming; Martin & Jensen, 1988, for lexical decision). The failure led Martin and Jensen to suggest that either (a) the connections among lexical entries do not occur on the basis of phonological similarity, or (b) assembled phonology does not contribute to visual word recognition.

The preceding suggestions are rendered moot by unequivocal demonstrations (numbering 14 experiments) of rhyme priming in Serbo-Croatian—research that is additionally important because of its disclosure of the special complexities of priming based on partially overlapping phonology. Naming latencies to Serbo-Croatian word and pseudoword targets are facilitated to the same degree by phonologically similar primes, whether they are graphemically similar or dissimilar and whether they are words or nonwords (Lukatela et al., 1990a; Lukatela & Turvey, 1990a). In contrast, for lexical decision, the direction (positive or negative) of the phonological similarity effect depends on target frequency (see also Colombo, 1986, for a similar result in Italian), whether the prime is a word or a nonword, whether the target is a word or a nonword, and the ordinal position of the distinguishing phoneme (Lukatela et al., 1990a, 1990b; Lukatela & Turvey, 1990a). When prime and target are true rhymes, that is, when they are distinguished only by the initial phoneme(s), then the priming in lexical decision is positive; when they are distinguished by the middle phoneme(s), then the priming is negative (Lukatela & Turvey, 1990a). In respect to the fit of experimental tasks to models of word perception, the Serbo-Croatian results indicate that phonological similarity effects are based on the states of phonological processing units in the naming task and on the states of the higher, word processing units in the lexical decision task (Lukatela & Turvey, 1990a). One apparent source of difference between the two classes of effects is a principle in operation at the word unit level by which active units receive inhibition from other active units in proportion to their frequency (in consequence, lexical decisions are slowed on HF targets that have been preactivated by phonologically similar primes).

The results of Experiments 3 and 5 of the present article, when considered jointly, conform to the pattern observed in Serbo-Croatian in that priming of naming was of the same magnitude for word and nonword primes. The primes of Experiments 3 and 5 shared completely the phonology of their targets and were, therefore, unlike the rhymes in failed evaluations of phonological priming in English and were unlike the primes identified above in successful evaluations of phonological priming in Serbo-Croatian. Partial phonological overlap seems to introduce its own peculiarities, which are apparently sufficient to nullify phonological priming in English experiments but not in Serbo-Croatian experiments.

Of potential significance to understanding the rhyme-versus-homophone contrast and the English-versus-Serbo-Croatian contrast is the simple fact that, in English, but not in Serbo-Croatian, different spellings can lead to the same phonology but to different meanings. In the course of becoming skilled and fluent, an English reader must develop, of necessity, a mechanism that checks the known spelling of a retrieved word against its present spelling. That is, the skilled English reader must avail him- or herself of an automatic spell-checker. Given a word such as TOWED, the resultant phonological coding will activate the words towed and toad (among others) in the internal lexicon (as shown in the experiments of Lesch & Pollatsek, 1993; Lukatela et al., 1993, 1991, 1993, 1994). A spelling check—computable once the addressed spelling has been made available by the phonologically driven lexical access—reveals the misfit of toad and suppresses it (Lukatela & Turvey, 1994). The spelling check and subsequent suppression of active neighbors is suggested in part by the empirically observed absence of homophonic associative priming and presence of pseudohomophonc associative priming at longer SOAs (≥ 250 ms) (Lukatela & Turvey, 1994). A positive spelling check on the prime in the case of TOWED–frog should lead to a suppression of the representation of toad and to a decline in the preactivation of frog relative to the case of TOAD–frog. In contrast, a negative spelling check in the case of TODE–frog (nonwords have no addressed spelling) will mean that there is no induced suppression of toad and that the level of preactivation of frog continues to be equal to that in the case of TOAD–frog.

The differences in phonological priming noted above may well turn on the spelling check and its different degrees of implementation in English and Serbo-Croatian. Consider English first. In the case of TOWED–toad, the matrix of orthographic–phonological connections will produce a close approximation to the pattern /toad/ in the phonological processing units. In turn, /toad/ will activate towed and toad (again, among other phonological neighbors) in the internal lexicon and, in turn, the active lexical representations of towed and toad will feed back to the lower phonological

---

7 It is at this phase in the word recognition process that a notion akin to the abstract graphemic feature of Evett and Humphreys (1981) seems required. The address spell must be expressed in very general terms that are capable of accommodating any variant that might be registered at the orthographic processing level. Whether the constituents of an addressed spelling are in fact close to actual letters is open to debate, however. In contemporary approaches to complex systems and their achievements, "letter" would be a higher-order state that arises from the interaction and cooperation among many components (at possibly several grain sizes), none of which need be like letters or graphemic features.

8 Because the essential role of the spelling check is to pronounce the effects of activated representations other than those that conform to the spelling of the stimulus, it is functionally analogous to the notion of intersection (Chappell & Humphreys, 1994; Wiles & Humphreys, 1993; Wiles, Humphreys, Bain, & Dennis, 1991). Intersection is considered a computational primitive of significance to modeling in a large number of paradigms (Chappell & Humphreys, 1994).
level, sharpening the phonological representation. With sufficient time between prime and target, the spelling check will eliminate *toad* as a lexical candidate. The target toad, however, can still benefit from TOWED. In both bottom-up and top-down processing, TOWED supports the relevant phonology *toad*. A similar account can be given of TODE-toad, the only difference being that, in the absence of an addressed spelling for TODE, the spelling check will fail, and both towed and toad will continue to be active and to sharpen, by means of feedback, the phonological pattern. The foregoing suggests that phonological priming at longer SOAs may be superior for pseudohomophones. It was the case in Experiment 5, more so than in Experiment 3, that phonological priming matched identity priming.

An essential change in the preceding account occurs when the prime is a rhyme, for example, LOAD-toad. To begin with, activation of *toad* by the phonological code (/oad/) will be less than by /oad/. Second, the spelling check on the prime and eventual suppression of *toad* leaves *load* as the lexical representation responsible for sharpening the phonological code. That is, in the case of LOAD-toad, the phonological code /oad/ receives less support from initial activity in the orthographic–phonological network, and from subsequent activity in the lexicon, than in the cases of TOWED-toad and TODE-toad. Indeed, a common phonology with the exception of an initial phoneme (/oad/ vs. /toad/) may hinder, not aid, the naming of toad. To make these latter ideas clear, it is necessary to draw the contrast with a control condition, for example, MINK-toad. Although /mink/ and mink do not support the phonology for toad, they do not, at the same time, have the potential to interfere with the phonology for toad. Roughly speaking, and borrowing the language of dynamics, the phonological (and lexical) attractors for toad and MINK are nonoverlapping. The encoding of toad places it into a phonological basin of attraction that is at some remove from the basin of /mink/.

As implied above, the spelling check is not of absolute necessity for the fluent visual recognition of Serbo-Croatian words. Accordingly, the skilled Serbo-Croatian reader is less inclined to develop the same kind of mechanism as that postulated for the skilled English reader. Assume, for simplicity, no spelling check. Then, in the case of primes that merely rhyme, such as the Serbo-Croatian equivalent of LOAD-toad, the partially activated *toad* (and all other phonological neighbors of *load*) will remain active. Where in English the target's phonology /oad/ would be strongly contested by /oad/ for the initial phoneme, in Serbo-Croatian, /oad/ would find top-down support that could counteract load's selective influence on the initial phoneme. Although it provides only an approximate response to the differential data sets on rhyme priming in English and Serbo-Croatian, the preceding argument highlights how word recognition may abide by universal principles but still exhibit marked contrasts in experimental outcomes across orthographies. The features that distinguish orthographies may require specialized processing mechanisms\(^9\). For the present case in point, English orthography mandates a spelling check; Serbo-Croatian orthography does not.

Returning to the main conclusion of the present article and its predecessor (Lukatea & Turvey, 1994): Phonology dominates the initial phases of visual word processing. As is well appreciated by students of the reading process, the role ascribed to phonology in theories of word recognition has covered the gamut from irrelevant to primary. A repeatedly voiced view (within both the classical symbol-manipulating perspective and the contemporary subsymbolic perspective) is that a phonological contribution to word recognition can be excluded from theoretical considerations without loss of generality (e.g., Aaronson & Ferres, 1983; Hinton & Shallice, 1991; Kolers, 1970; McClelland & Rumelhart, 1981; Paap, Newsome, McDonald, & Schvaneveldt, 1982; Smith, 1971). The most explicit proposal along such lines was that of Humphreys and Evett (1985), whose review of the literature suggested to them that there was no substantial evidence for an independent phonological route and that all variants of word recognition could be accommodated by a word-specific strategy. Perspectives on word recognition that dismiss phonology are, of course, at odds with the most influential model of word recognition: Coltheart's (1978) dual-route theory, which has been at center stage in the present article and in its predecessor. Within this model, the two hypothesized independent processes by which a word's representation is accessed by print—the direct, visual process and the mediated, phonological process—are assigned unequal responsibilities. Whereas the mediated route might dominate word identification in beginning reading, it is the direct route that characterizes reading fluency; and whereas phonological mediation is needed for reading new words and nonwords, the direct visual route is mandatory for exceptional spellings and is preferred for familiar words. Recent versions of dual-route theory, in response to evidence that phonology's contribution is not necessarily delayed relative to that of the visual route, de-emphasize processing-time differences between the two routes but preserve the essential division of responsibilities (Paap, Noel, & J ohansen, 1992). Eroding the contrast between the routes in their processing responsibilities has been a notable feature of recent and influential subsymbolic models. A prominent but moderate example is the distributed, developmental model of Seidenberg and McClelland (1989). It assumes a single, uniform procedure for computing the phonology of irregular words, nonwords, and regular words. At the same time, this subsymbolic account preserves the general idea that accessing semantic codes by means of phonology is slower than accessing them by orthography, and that certain conditions must hold if phonological
access is to have an observable effect (e.g., poor readers, unfamiliar spelling patterns).

An unequivocally central and leading role for phonology is defined within the subsymbolic model of Van Orden et al. (1990) and Van Orden and Goldinger (in press). Pursuing the dynamical notions of adaptive resonance and self-consistency (e.g., Grossberg, 1980; Grossberg & Stone, 1986; Smolensky, 1986), Van Orden and colleagues contended that visual–phonological resonances of printed word perception cohere before the phonological–semantic and visual–semantic resonances. The resonance of orthographic–phonological subpatterns is primary because the self-consistency between orthographic subpatterns and phonological subpatterns tends to be greater than the self-consistency between either orthography and meaning or phonology and meaning. Furthermore, covariant learning renders a word’s orthographic–phonological attractor considerably stronger than the complementary attractors defined by phonological–semantic and visual–semantic mappings. In consequence, it is argued that the resonance that emerges between orthographic and phonological subpatterns provides a coherent foundation for assembling other higher order linguistic resonances (Van Orden & Goldinger, in press; Van Orden et al., 1990). According to the preceding argument, early coherence would be the basis for the observation—in the present article and in its predecessor (Lukatela & Turvey, 1994)—of phonology’s leading role in visual word perception.

In summary, the present research echoes the general conclusions drawn by Van Orden et al. (1990) and ourselves (Lukatela & Turvey, 1994) concerning the classical dual-route theory of word perception and the leading role assigned to the orthographic code; namely, that the phonological code seems to be (a) the earliest constraint on word recognition, creating the circumstances within which the role of orthographic codes is defined (the hypothesis of delayed phonology in classical dual-route theory is rejected), (b) used automatically by skilled readers for naming HF and LF words and nonwords (the bypass hypothesis of classical dual-route theory is rejected), and (c) more pervasive and more empirically demonstrable as the lexical access code than the orthographic code (the independent-processes hypothesis of classical dual-route theory is seriously questioned).
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Appendix A

Stimulus Materials in Experiments 1–3

Each row identifies, in order, the identity prime (which is also the target word), the homophonnic prime, the quasi-homographic prime, and their respective controls.

1. ALAR, ALTIR, AJAR, TEENS, SILLY, MILT 2. BAY, BATE, BAST, SWAP, PALS, DUNE 3. BAIL, BAIL, ALD, SPIN, FOIL, SPIN 4. BALL, BAWL, MILL, POOL, CLAP, HOUR 5. BARREN, BARE, BURDEN, TRUSTS, NECKS, LIQUOR 6. BEACH, BEECH, BONE, BONE, STAIN, DYEING 7. BEAR, BARE, BEER, SPOT, HYDE, SING 8. BEAT, BRET, BALT, JURY, DGY, GYRO 9. BLEE, BLEW, BLUR, FALL, TROT, TREL 10. BORED, BOARD, BARED, NAILS, CLOSE, TUMORS 11. BRAKE, BRIEAK, FREEK, COLON, FIXED, HOBBY 12. BREAD, BRED, BREED, SMOK, PALS, AMPLE 13. BENT, SCENT, CANT, WALL, POKER, LURK 14. BEEF, SERIAL, CENTRAL, SHIFTS, TYING, FRIENDS 15. CORD, CHORD, CARD, FINS, SWELL, DISK 16. CREEK, CREEK, CROOK, UPHET, GMOBE, SALVY 17. CROK, DUR, KEL, LAD, TRY, FOX 18. DOG, DOUNT, DYE, RAW, SLICE, HAW 19. FEET, FEAT, FRET, WORD, CLIP, VIVA 20. FUR, FUR, PIN, FAL, EGO, FAL 21. PLEA, PLEA, PLEX, STUNK, SING 22. PLOWED, PLOUGH, PLOPPERS, ADULTS, KNEEL, NUDGING 23. POAL, POUL, POLK, BEAN, BEAN, RICE 24. QEET, QUESSED, OUST, FIFTH, OMNIOS, WAXY 25. QUYS, QUIS, QUTS, CROP, PROPS, SLAB 26. HAIR, HARE, LOWN, MERT, QUT 27. HAWK, HOCK, HARE, RIDE, YORE, NETS 28. HELD,HEEL, HELL, RUS, ACRE, PARK 29. HERD, HEARD, HERO, PALM, STUDY, SAG 30. HOLE, WHOLE, HEM, SIRE, ACHE 31. HOARSE, ROARSE, ROOMS, LIVED, CHILLY, AGAIN 32. KNIGHT, NIGHT, NAUGHT, PASTURE, ASKED, COERCED 33. LADGER, LATTER, LAUDER, POLISH, MOVING, GRAPHIC 34. LINS, LINDS, LIGS, ECHO, SOIL, JURY 35. LOAD, LOD, LOAF, MAMA, FEISS, WICK 36. LOAN, LONL, LOIN, SHUT, BRIS, FEUD 37. LOTE, LITE, LOST, SAW, MOAN, VIEW 38. MAIL, MALE, MALL, COOK, PUSHT, OUST 39. MAIN, MAHT, MAN, ARMS, COUD, DID 40. MAUL, MAUL MILL, DOGM, SOOT, BLOC 41. MEDAL, MEDDLE, MEDIB, TORSO, PAJAMA, VIRUS 42. MISER, MINOR, METER, POLKA, AVOID, WHIRUS 43. MISSILE, MUSCLE, MISSILE, OATNUT, WEAPON, TRAGEDY 44. NOSE, KNOWS, NONE, TEXT, VISUAL, HREM 45. NUN, NUNE, NUTS, EEL, WEH, JAY 46. OAH, OAS, JAR, MEL, LAX, FEE 47. PAUL, PAUL, PALE, PSS, BUSY, BEST 48. PANE, PAN, PANS, TICK, LOSS, TICK 49. PASTE, FACED, PESTS, ELBOW, ELBOW, ALLAY 50. PAWS, PAUSE, PAYS, PLOC, SCREW, DOME 51. PEAK, PEAK, PECK, RAGE, PLUM, CIB 52. PEAK, PAIR, PEER, PEER, PEER, PEER, DEER, TEXT, BUGS 53. PEAK, PUR, PEARL, JOKES, FANG, CROWN 54. PEER, PEAC, PEACE, PENCE, MONTH, THIRD, VALOR 55. PEAS, PEACH, PEACH, PEACH, PEACH, PEACH 56. PEELS, PLAIN, PLANK, DOUNT, SORRY, CORSO 57. PHEL, POLL, PILE, PING, DUKE, HANG 58. POSE, FOUR, PURE, DENT, WEE, WILD 59. PRAY, PREY, PRY, HITS, STUD, JAM 60. RAIN, REIN, DIN, DUST, OPUS, WOKE 61. RING, WRING, RANG, HEO, TACT, UGELY 62. ROAD, ROBE, ROUND, BOOK, DIACL, SHAPE 63. ROSS, ROWS, RISE, LAWS, TAX, CLAY 64. ROUTE, ROOT, ROTTIE, SKILL, FLUX, BLAIN 65. SAIL, SAFE, SAU, BUTT, BOND, BOND 66. SAW, SEE, SET, OIL, OWN, WHY 67. SEAMS, SENDS, SLAMS, BLUNT, MAJOR, GROWN 68. SELT, SELL, SELL, VIC, JULY, NAP 69. SIGN, SING, SING, SING, SING, SING 70. SING, SING, SING, SING, SING, SING 71. SING, SING, SING, SING, SING, SING 72. SLEIGH, SLEW, SLEW, SENATE, ORION, MOTION 73. SOLE, SOUL, SOLO, TRAY, MERE, TWIN 74. SUN, SUN, SUN, PAY, HIT, WET 75. STAIL, STARE, STAIN, MOURN, HONEY, TOWEL 76. STEAK, STAKE, STEIN, MERGE, LUNGS, BELLY 77. STEEL, STEAL, STALL, PRIME, BROWS, FADED 78. SUITE, SUIT, SUITS, CHARMS, DRAWN, CHARM 79. SURF, SERF, SCARF, TENS, WOLD, TROUT 80. TALE, TAIL, TALL, SINK, ZERO, PICK 81. TEE, THE, TEE, POG, HUN, SOP 82. TEAM, TEAM, TEAM, ENSK, ENSK, ENDS 83. THIONE, THROWN, THRANT, COMPLY, VISUAL, LISTEN 84. TIDE, TIED, TID, TIDE, CAFE, COHEN, MONK 85. TOAD, TOWED, TOLD, PINK, PLASM, GIVE 86. TOW, TOE, TAW, AL, SPY, YIP 87. URN, EARN, UREA, EMB, CLE, POMP 88. VANE, VEN, VASE, BROS, STAR, FLIP 89. WASTE, WASTE, WARS, VIOLA, URGED, PUNCH 90. WAY, WEIG, WHY, TOO, MUSED, COX 91. WREAK, WEEK, WALK, CURT, HALB, FILM 92. WEAR, WHERE, WABS, BOMB, AFTER, PIST 93. WHALE, WAIL, WHEEL, FITTHY, STUB, CROSS 94. WINE, WHINE, WANE, BOAT, DOLLS, BROS 95. WITCH, WHICH, WATCH, ASKT, THERE, INDEX 96. YOLK, YODE, YELP, PUFF, RUMP, APAR
Appendix B

Stimulus Materials in Experiments 4-7

Each row identifies, in order, the identity prime (which is also the target word), the pseudohomographic prime, the pseudohomophonic prime, the nonword prime, and their respective controls.

1. BAKE, BALK, BAK, FURG, ROAR, RONT, RORS, SIEG
2. BEAM, BILRM, BIEM, PUC, ROPE, BOS, ROAF, KNN
3. BIRD, BORD, BERR, NAXN, FANT, FANT, FAT, DOOG
4. BLADE, BLED, MASO, WHEAT, WHEEFL, WHEEFL, KORCH
5. BLOAT, BOLTS, GEDF, GAIN, GAND, GANE, FUTH
6. BREAK, BRACT, CRATG, CITIES, GREW, GREW, GREEM, TAUML
7. BURN, BYRN, BERN, VOAG, DOME, DOLL, DOAM, JOGS
8. CHEAT, CHENT, CHEET, BLAIN, EAGLE, TAGLEE, EAGLE, HORMS
9. CRATE, CRAYT, CRAYT, GOONGS, THEEP, THEEP, THEEP, MOOGS
10. DATE, DAST, DAAT, HUND, SEAT, SELL, SLORT
11. DEAL, DEEL, DEER, NTNM, SARG, SARM, SUMT, GUNT
12. DOM, DOLM, DOAM, JEGS, BURN, BYRN, BERN, VOAG
13. DOOR, DORN, DORE, FLEX, WIFE, WAFE, WYPE, CREED
14. DREAM, DREW, DREEM, SWALS, STOBS, STORN, STOAM, MAIPH
15. EAGLE, TAGLEE, BILGE, HORMS, CHRET, CHENT, CHEET, BLAIN
16. EAST, EIRST, EIST, LOMBS, FRIZE, FREM, FREA, ROCH
17. EXEE, FASE, FAKH, HOFM, LEEP, LEEF, YONG
18. FACE, FALM, FAIM, FUID, SOUP, SUPS, SUPS, SDEMS
19. FAET, FANT, FAT, DOOG, BIRD, BORD, BERN, NAXN
20. FEAR, FEED, FEER, NAWO, GAME, GALM, GAIM, WOIP
21. FLOOR, FLORE, FOAR, RED, WHITE, WHITE, WHYTE, STREL
22. FOAM, FOMP, FOME, THYO, KNEF, KNEF, KNBA, GIKS
23. FRAME, FRALM, FRAM, WIGHT, SPEAK, SPEAK, SPEAK, HALEO
24. FREEM, FREA, BOOH, EAST, EIRST, EIST, LOMBS
25. FRUIT, FRUITE, FRIET, GRADE, GRAID, GRAID, KIEL
26. GAIN, GAND, GANE, FUTH, BOAT, BOYS, BOTE, GEFF
27. GALE, GAWL, GAIM, HEEN, SOAK, SOKE, SOKE, GIML
28. GAME, GAIM, MARW, FEAR, FEED, FEER, NAWO
29. GAIL, GUBL, OURL, POPH, NAME, NALM, NAIM, PUNG
30. COAT, GOTS, GOTE, TULP, RALR, RALS, RALE, HEPH
31. GRADE, GRALD, ORAD, KIEL, FRUIT, FRUITE, FRUITE, THIDENT
32. GREEN, GREWN, GREEAN, TAUMLN, BREAACK, BREEAF, GITEHS
33. GRIEF, GROLE, GRELW, QUALS, STOOG, STOAY, KATHED
34. GROEP, GRUPM, GRUP, YEND, HOUSE, HOLSE, HOISE, KNALL
35. HATE, HANT, HATL, REIP, LEAP, LEIP, FOOTH
36. NEAR, HEDR, HEDR, GLIS, WIDE, WIDE, WYDE, GUNWF
37. HOME, HORM, HOAME, REL, TAKM, TARK, TARK, FULM
38. HORN, HORN, HOAE, IKE, TAGE, BANT, RANT, RAPC
39. HOUSE, HOLSE, HOUSEE, KNAL, GROUP, GRUPM, GRUP, YEND
40. JAIL, JALD, JALE, FING, NEAT, NEEET, NEEET, BOPH
41. JOKK, JOKK, JOKK, RAUM, LEAN, LEAN, LEEN, TATH
42. KNEE, KNEF, KNEF, GIKS, FOAM, FOMP, FOME, THYO
43. LAKE, LASK, LAIP, GOPS, MINE, MIEN, MYNE, HOYTF
44. LAME, LARM, LAM, BETH, TOAD, TOOS, TOOE, PESK
45. LATE, LATT, LAYT, GING, NEAR, NEWR, NEER, TOPS
46. LEAF, LEAP, LEIP, YONG, FAKS, FAKS, FAIK, HOM
47. LEAK, LECK, LEER, DYM, TAML, TAMM, TAM, REYK
48. LEAN, LEEN, LEEN, TATT, JOKK, JOKK, JOKK, RAUM
49. LEAF, LESP, LEIP, FOOTH, HATE, HANT, HAIT, RUDL
50. MINE, MENE, MYNE, HOYTF, LAKE, LAIP, LAK, TOPS
51. MONTH, MINTH, MINTH, PLANT, FRICE, PICE, PIECE, GLOPH
52. NAIL, NALS, NALEM, SEMP, ROBE, ROOB, ROAB, DIBB
53. NAME, NALM, NAHM, PUNG, GIRL, GIRL, GRIL, POMH
54. NEAR, NEWR, NEER, TOPS, LATS, LANT, LAIT, GING
55. NEAT, NERT, NEXT, HOPH, JAIL, JALD, JALE, FING
56. NOIS, NOGE, NOZE, DANN, RAIN, RAHM, RAN, VERT
57. OATS, OTLS, OTES, XEPH, RAFE, RAIP, RAIP, NIPF
58. OBEY, OBLE, OBYT, TRAH, RAKE, RAKH, RAUK, VEGS
59. PAIN, PAIN, PAIN, THEEB, ROSE, ROYE, ROUE, SIRH
60. PHONE, PHORN, PHOAN, BLEFT, TRAIN, TRANK, TRANCE, MEBRDS
61. PRICE, PRICE, PRICE, GLOPH, MONTH, MINTH, MINTH, PLATK
62. RAIR, RALS, RALE, HEPH, COAT, GOTS, GOTE, FPLU
63. RAIN, RANS, RAN, VERT, NOSE, NOGE, NOZE, DANN
64. RAKH, RAKH, RAKH, VIKS, OBEY, OBLE, OBYT, TRUN
65. RAFE, RAIP, RAIP, NIPF, OATS, OTLS, OTES, XEPH
66. RATE, RANT, RAIT, TRAP, HOPH, HOPR, HOAP, TGS
67. ROAD, ROND, RODE, SENR, WAIT, WATH, WATB, HUMB
68. ROAR RORT, ROBE, SIEG, BAKE, BALK, BAK, FIRG
69. ROBE, ROOR, ROAO, DEIP, NALR, NALM, NALE, SEMP
70. ROPE, ROSS, ROAP, KNEE, BRAM, BELM, BREM, POUC
71. ROSE, ROYE, ROZE, SHR, FAIRN, PAYN, PAYN, TRIB
72. SAFE, SARF, TARF, MYFR, WINE, WONS, WYNE, GAUD
73. SAME, SARM, SAIM, GUNT, DEAL, DEEL, DEEL, NITH
74. SEAT, SELL, SERT, LORK, DATE, DAAT, DAIT, RUND
75. SEERS, SECK, SEARS, TONE, TOON, TOAN, DUAR
76. SOAK, SOKE, SOKE, GIML, GAPE, GAWL, GAAL, HERN
77. SOUP, SUPS, SUPS, EMPH, FAME, FAIM, FAIM, PLUD
78. SPADE, SPALD, SPALD, LEEMS, TROOP, THEEP, THEEP, DEETH
79. SPEAK, SPEAK, SPEAK, HALEO, FRAME, LAMRM, FRAM, WHURETH
80. STEAK, STANK, STAUK, BREOEL, TEASE, TEAZL, TAMEED PIMES
81. STONE, STORN, STOAN, MAIPH, DREAM, DREEM, SWALS
82. STOYE, STOOG, STOAY, KATHED, GRIEF, GRELW, QUALS
83. TAKE, TARK, TAUK, FULL, HOME, HORN, HOAM, RELL
84. TAMI, TARM, TAIM, REYK, LEAK, LEEK, LEK, DYMNS
85. TEASE, TEALE, TEASE, PIMES, STEAK, STANK, STAUK, BROLE
86. THIEF, THEEP, THEEP, MOOCH, CRATE, CRAYT, CRAFT, COONGS
87. TOAD, TOORS, TOOE, PESK, LAME, LAM, LAM, LETH
88. TOON, TOON, TOAN, DUAR, SEEK, SECH, SEAK, TURS
89. TRAIN, TRANK, TRANCE, MEBRDS, PHONE, PHORN, PHOAN, BLEFT
90. TRoop, TREPw, TRURF, UTH, SFAPE, SPAPO, SPAPO, LEEMS
91. WAT, WAY, WADE, HUMB, ROAD, RONN, ROED, SEENE
92. WHEAT, WHEET, WHEET, KORCH, BLADE, BLARD, BLARD, MOTH
93. WHITE, WHOFT, WHYTE, STREET, FLOOR, FLOOR, FLORE, GRAXY
94. WIDE, WIDE, WYDE, GUNT, HIR, HEDR, HEER, GLIS
95. WIFE, WAPE, WYFE, CRED, DOOR, DORN, DORE, PLEX
96. WINE, WONS, WYNE, GAUD, SAFE, SARF, TARF, MYFR
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