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1 Introduction

One of the most significant challenges in the study of speech production is to acquire a theoretical understanding of how speakers coordinate articulatory movements. A variety of work has demonstrated that articulatory, prosodic and extralinguistic factors all influence speech timing in a complex and interactive way. Models such as Articulatory Phonology that stipulate the relative timing of articulatory units must be revised to allow for this variability. Such a revision is outlined below.

The following work should be viewed as a presentation of a new framework for conceptualising articulatory timing. This approach, meant to be programmatic rather than conclusive, is productive if it motivates research that might not otherwise have been undertaken. §1 overviews Articulatory Phonology. The implementation of articulatory timing in terms of phasing relations is discussed. Speech production data bearing on timing variability are discussed in §2. §3 argues for an alternative to Articulatory Phonology’s current rule-based approach to intergestural timing that can allow for linguistic and extralinguistic variables to systematically influence phasing relations. §3.2 introduces the PHASE WINDOW framework, which allows the degree of articulatory overlap between linguistic gestures to vary within a constrained range. Finally, §4 concerns the relation of intergestural timing to the postulation of the segment as a primitive unit in phonology. It is hypothesised that certain intergestural timing relations are stable and lexically specified. Gestures whose coordination is constrained by lexical PHASE WINDOWS seem to bear a close relation to those conglomerates of gestures that constitute what is traditionally considered to be a segment.

1.1 A theoretical framework

In Articulatory Phonology, developed by Browman & Goldstein (1986, 1988, 1989, 1990a, b, 1991, 1992a, b, 1995a, b), articulatory gestures are the units of phonological representation. Gestures are coordinated, goal-
They liken the choice of a few invariant phase relationships to the choice of values for the dynamic parameters of the gestures (Browman & Goldstein 1995b). In more complex formulations, Articulatory Phonology allows groups of gestures, syllable-sized and smaller, to be marshalled into an organisation that may in turn be coordinated to another gesture (Browman & Goldstein 1988). Phasing rules may synchronise a point in one gesture to an arithmetically defined abstract index calculated from specific points in another set of contiguous gestures, e.g. the C-centre (Browman & Goldstein 1988).

There is additional information to which phasing rules have access. The rules proposed in Browman & Goldstein (1988, 1990b) refer to whether a gesture is a consonant or a vowel — that is, whether it is on the consonant or vowel tier — and to gestural contiguity on a particular tier. They also refer to ASSOCIATION. In Articulatory Phonology association encodes precedence relations (Browman & Goldstein 1990b) and determines which gestures are phased with respect to one another. Furthermore, Browman & Goldstein (1995a, citing Krakow 1989 and Sproat & Fujimura 1993) characterise the phasing relationships for lips and velum in nasals, and for tongue body and tip in laterals, by making crucial reference to the LINKING of two gestures. They say that ‘in the language of Articulatory Phonology…[I] consists of two gestures’ (1995a: 21; emphasis added) and that ‘syllable-final linked gestures are phased so that the gesture with the wider constriction degree comes earlier’ (1995a: 25; emphasis added).

The relation between linking and association is unclear. In our discussion of the nature of segmenthood in §4, the question of whether some element exists that ‘consists’ of gestures, and the integral role of phasing in expressing this idea, will be important.

The representation of an utterance, or gestural score, explicitly specifies which gestures are phased with respect to each other and what that phase relationship is (Browman & Goldstein 1990b). Currently, the organisation of gestures comprising a gestural score is not derived dynamically:

Once a gestural score is specified, it remains fixed throughout a given simulation, defining a unidirectional, rigidly feedforward flow of control from the intergestural to interarticulator levels of the model. The gestural score acts, in essence, like the punched paper roll that drives the keys of a player piano…[Various] data imply that activation patterns are not rigidly specified over a given sequence. Rather, such results suggest that activation trajectories evolve fluidly and flexibly over the course of an ongoing sequence governed by an intrinsic intergestural dynamics. (Saltzman 1995b: 167)

In Articulatory Phonology, lexical distinctions are made in a limited number of ways (Browman & Goldstein 1995b). One, a gesture may be present or absent. Two, the temporal coordination between gestures may differ. This information is found in the gestural score. Lexical gestural scores may be altered in two ways after their creation. One, a gesture’s dynamic characteristics may change (e.g. resulting in a smaller or shorter
1.2 Keating’s window model of coarticulation

Certain concepts developed in a very different approach to phonetic implementation, namely Keating’s targets-and-interpolation approach, are also relevant to the discussion below and, for this reason, are introduced now. In Keating’s window model of coarticulation (Keating 1990a, b), articulatory and/or acoustic targets are projected temporally and spatially by the feature specification of the relevant segments. Crucially for our interest, a feature projects a target window that allows the realisation of a featural specification to vary within a specified range (Keating 1990a). She explains:

this window is not a mean value with a range around that mean, or any other representation of a basic value and variation around that value. It is an undifferentiated range representing the contextual variability of a feature value. For some segments this window is very narrow, reflecting little contextual variation; for others it is very wide, reflecting extreme contextual variation. Window width thus gives a metric of variability. There is no other ‘target’ associated with a segment; the target is no more than this entire contextual range...

Windows are determined empirically on the basis of context, but once determined are not themselves contextually varied. That is, a feature value...does not have different windows for different contexts. Information about the possibilities for contextual variation is already built into that one window. (Keating 1990b: 455, 456)

This concept will be fruitful in §3, where a new framework for considering variability in interarticulator timing is presented.

2 Speech timing and phonology

Before leaving the topic of Articulatory Phonology, a few words should be said about the interest of articulatory timing to the field of phonology. If
Articulatory Phonology is taken as a theory of phonology, as its conceivers intend, then intergestural timing is of fundamental importance because it is one of a very limited number of ways that (i) lexical representations (gestural scores) can differ from one another and (ii) gestural scores can be altered postlexically. If, however, Articulatory Phonology is taken to be of interest as a framework for phonetic implementation (of some other sort of phonological representation), then interarticulator timing, while perhaps not of immediate importance for representational issues, is certainly relevant to the phonological theory for several reasons: (i) it serves as one component of the interface between the phonological representation and its overt realisation as speech; (ii) it is the main means by which certain phonological contrasts (/p/ vs. /pʰ/, /m̩b/ vs. /m/) are realised; and (iii) it provides empirical evidence for prosodic structure such as phrase boundaries. The discussion presented here actually makes the first assumption—that is, Articulatory Phonology is discussed as a theory of phonology—and one particular component of the theory, the assignment of temporal relations between gestures, is critically evaluated. However, the remarks made below are, for the most part, unaffected by assuming Browman & Goldstein's model to be a phonological model, as opposed to a phonetic one. The important point is that a research programme in phonology can be directed from the top down or from the bottom up. That is to say, one way of gaining insight into representational issues and phonological processes is to understand the general articulatory patterns that are their output. The discovery of a small number of parameters governing the speech system becomes most interesting when the relation of those parameters to information required for phonological specification becomes close. When this happens, it is suggestive that the two research programmes (top-down and bottom-up) are converging on what is significant in the phonology.

Considerable progress has been made in understanding certain phonological processes, for example assimilation (e.g. Barry 1985; Browman & Goldstein 1990b; Byrd 1992; Nolan 1992), by examining low-level articulatory patterning. Furthermore, just as articulatory detail informs phonology, substantive consideration of phonological structure is necessary to understand articulation. As research in speech production becomes more and more integrated with linguistic theory, it has become apparent that articulatory detail cannot be understood except in the context of linguistic structure; such structure includes, but is surely not limited to, the domains of gestures (or segments), syllables and phrases. Effects of such phonological structure pervade low-level articulatory behaviour. Despite the pervasiveness of these effects, only a very few phonological 'signatures' have been elucidated at the level of articulatory patterns. §2.1 is concerned with the relation between linguistic structure and one particular aspect of articulation—the temporal coordination of articulatory gestures. I review evidence that speech timing is affected by syllabic and phrasal structure. §2.2 discusses the experimental literature that speaks to differences in degree of timing stability.
2.1 Articulatory timing and suprasegmental structure

Recent studies have shown that intergestural timing differences exist as a function of syllable position. For example, Krakow (1989), examining nasal consonant production, finds that in syllable-initial position the oral and velic gestures are reliably coordinated in a roughly synchronous relationship, while in syllable-final position the velum-lowering gesture consistently preceded the oral closure. Similarly, Sproat & Fujimura (1993) find that in word-initial [l]'s the peak tongue tip movement precedes the tongue body movement valley, while in word-final position the body lowering leads the peak. Hardcastle (1985) reports less coarticulation in /kl/ clusters in syllable onset position than across a word boundary. Byrd (1996) finds the word-initial consonant cluster [sk] to have less temporal overlap than word-final clusters and sequences spanning a word boundary.

Just as position in the syllable affects intergestural timing, so does position in the utterance. For example, McLean (1973) investigates the effects of a variety of prosodic boundaries occurring between the vowels of /CV#Vn/ sequences. He finds that the anticipatory coarticulation of the nasal consonant (i.e. onset of velum lowering) was consistently delayed relative to the preceding vowel when particular phrasal boundaries were present. Hardcastle (1985) reports on the coordination of /kl/ sequences in which a variety of juncture types occur between the consonants. In general, he finds that 'the condition least favourable to coarticulation [between [k] and [l]] is the prosodically marked clause or sentence boundary at the [normal slow utterance rate]'. Holst & Nolan (1995) studied assimilation in [sf] sequences. They present acoustic data that they divide into four categories ranging from most like a [sf] sequence, indicating an absence of assimilation, to a sequence with spectrally stable [f] characteristics indicative of assimilation. In her commentary on the Holst & Nolan data, Browman (1995) presents evidence that this continuum is indicative of a progressively increasing degree of overlap between [s] and [f], and comments that the presence of a clause boundary intervening between the consonants is negatively correlated with the degree of gestural overlap between them. Similarly, Byrd et al. (1996) report less overlap in Tamil [C#C] sequences when a large phrase boundary intervenes between the consonants.

2.2 Articulatory timing variability

The search for invariant timing properties in speech has had mixed success. In examining movements composing a single gesture, many stable aspects of temporal coordination have been found. Within a single articulatory movement, some studies of articulatory kinematics have suggested that the relation of peak velocity to displacement (or in some studies the relationship of this ratio to duration) is the dynamic intra-
gestural property that remains stable across variation in linguistic and extralinguistic contexts (Kozhevnikov & Chistovich 1965; Ohala et al. 1968; Mermelstein 1973; Sussman et al. 1973; Kuehn & Moll 1976; Ostry & Munhall 1985; Gracco 1988; Gracco & Abbs 1989; Vatikiotis-Bateson & Kelso 1993). However, work by Ostry et al. (1983), Munhall et al. (1985) and Kelso et al. (1985) has documented systematic rate and stress effects on the peak velocity to displacement relationship.

Between gestures that are traditionally considered to constitute a segment, researchers have found instances of invariant and bimodal timing relations (Löfqvist & Yoshioka 1981; Munhall et al. 1986; Krakow 1989; Löfqvist 1991, citing Löfqvist & Yoshioka 1984; Sproat & Fujimura 1993). Saltzman & Munhall (1989) note that this argues for the existence of a higher multigesture unit in speech production. They conceive of implementing such a unit in terms of dynamical coupling.\(^4\) Note that it is not just any two gestures that display this tight timing relationship but rather gestures that have long been considered to belong to the same segment. The implications of this are discussed further in §4.

However, the existence of invariant phasing relationships between gestures composing what would traditionally be considered different segments is not evidenced. The few studies of such timing relationships have had methodological flaws or have not found evidence of stable, i.e. invariant, timing. See Löfqvist (1991) and Keller (1990) for overviews. Studies by Tuller et al. (1982) and Tuller & Kelso (1984) examined the articulatory coordination of intervocalic consonants with their adjacent vowels (see Keller 1990 for a concise review of this research programme). This work reported stable consonant latencies with respect to the vowel cycle. However, further work (Barry 1983; Munhall 1985; Benoit 1986; Sock & Jah 1986) indicated that some of this correlation is due to a statistical artifact. Remaining effects reported in Munhall (1985) are suggested by Keller to be due to large speech rate variation affecting all coupled articulatory measures similarly, and are not replicated within cells (see Keller 1987, 1990). Keller (1990) also notes difficulties in replicating the results of the original study, citing Lubker (1986) and Nittouer et al. (1988).

Nittouer et al. (1988) conclude that while interarticulator timing may well be controlled in terms of phase relations, the specific amount of overlap may vary continuously as a function of linguistic and non-linguistic factors. This is a concept that we will develop here. They state:

In contrast to the findings of Kelso et al. (1986a), we found no support for the notion that the relative phasing of jaw vowel gestures and upper lip consonant gestures are stable across manipulations in linguistic and non-linguistic factors. In fact, the evidence from the present experiment suggests that the intersegmental organisation of gestures is a function of the utterance being produced. In other words, the phase relations between articulatory gestures used in the production of adjacent segments varies [sic] systematically based on linguistic and nonlinguistic structure,
which includes speaking rate, stress pattern, syllable structure, and consonant identity. (Nittroeur et al. 1988: 1659; emphasis added)

This finding of timing variability receives further support for jaw and tongue tip gesture phase relations in Nittroeur (1991), in which vowel quality, consonant voicing, stress and rate were manipulated. Lubker (1986), also in an effort to examine the results of Kelso et al. (1986a), finds that:

observed across all subjects and utterances, the upper lip movement toward /b/ began anywhere from 115° to 230° on the jaw-phase portraits with a good deal of clustering around 180°... There was greater consistency within subjects, but still not enough to fit any very tight model or warrant any strong theory... Within each 'stressed-unstressed' word pair, little variation of lip onset relative to the jaw-phase portrait can be seen... However, a great deal of variation can be seen across the four words... If the upper lip... is somehow triggering its movement onset on jaw phase, then it must be doing so based upon a different 'trigger' for each word. (Lubker 1986: 133–134)

He goes on to note the possibility of specifying a timing such as '180° ± 25°' but rejects this option as lacking precision and elegance.

Löfqvisl (1991, examining data from Löfqvisl 1986) reports results parallel to those of Nittroeur et al., i.e. no evidence of invariant intersegmental timing. He argues that this may indicate a difference in gestural cohesion within and across segments. (This is discussed further in §4.) Shaiman & Porter (1991) examine effects of stress and vowel/diphthong identity and report that vowel–consonant phase relations varied systematically. They note that their findings on the effect of stress concur with those of Nittroeur et al. (1988). Shaiman et al. (1995) report on intergestural coordination in a VCV sequence as a function of rate and find that the coordination varies with speaking rate systematically and speaker-specifically. Research presented in Byrd (1996) and Byrd & Tan (1996) describes significant effects of a number of factors on the timing of English consonant sequences, including consonant identity, syllable structure and speaking rate. De Jong (1991) finds that VC phasing is affected by consonant voicing. Finally, Hardcastle (1985) reports rate and phrasing effects (and an interaction between these effects) on the coproduction of /kl/ sequences.

In sum, we can see that the coordination of articulatory gestures varies in systematic ways. Phonological structure such as syllable and phrasal position plays an active role, along with extralinguistic information, in determining the temporal organisation of speech. An adequate theory of speech timing is impossible without a substantive means of incorporating the systematic effects of such linguistic structure.
3 The phase window framework

To what extent can the notion of an 'ill-formed' word be reduced to that of a 'statistically improbable' word (Pierrehumbert 1994: 184)

Next, we turn to a discussion of the theoretical formulation of timing implementation. This section will outline a new framework for describing speech timing that allows timing variability to be better conceptualised. The mechanism for timing proposed here, called the phase window framework, adopts the notion of relative phasing, as does Articulatory Phonology. However, I argue for crucial differences from Articulatory Phonology’s approach.

3.1 Phasing rules

Articulatory Phonology currently implements each particular phasing relationship with a rule or rules specifying an invariant coordination. ‘Readjustment’ rules, changing phasing relations from those specified in the gestural score, would have to be admitted to allow for timing variation due, for example, to rate, stress or register. This offers little explanatory insight into the linguistic regularities of articulatory timing, not facilitating generalisability across similar rules. In discussing their proposed phasing rule for consonant clusters, Browman & Goldstein (1988) suggest that it may need to be refined to include syllabification effects and articulatorspecific effects. It is not clear what they foresee as the nature of this rule refinement, but this seems to suggest concerns similar to those voiced here about the status of invariant phasing rules. In fact, their analysis of assimilation (see for example their response (1992b) to Kohler 1992) relies crucially on variation in gestural overlap within words. Keating (1995: 31) comments that if within-word variation in phasing as a function of postlexical structure is pervasive, then ‘we cannot say that lexical specification tells us how to pronounce a word, only how to pronounce it in some particular context’. Either the number of phasing rules needs to be proliferated, e.g. specific to particular sequences and prosodic conditions, or phasing relations must be implemented in such a way that variability is possible. I pursue the latter course here and reject a rule-based approach to intergestural coordination.

Browman & Goldstein (1991: 319) state that ‘there is a potential continuum [of overlap] ranging from complete synchrony...through partial overlap...to minimal overlap’ and that ‘there are no a priori constraints on intergestural organization within the gestural framework. The relative “tightness” of cohesion among particular constellations of gestures is a matter for continuing research.’ In principle, any point in a gesture could be phased to any point in another gesture, thereby yielding an infinite number of possible phasing relationships. The lack of principled constraints on possible phasings makes this approach overpowerful. However, the postulation of phasing rules that have access only to three
points in a gesture—the onset, target and perhaps release (Browman & Goldstein 1990a, 1995b)—is empirically overly constraining and lacks theoretical motivation. While no-one can doubt that certain timing relationships give rise to qualitative differences (see Goldstein 1989, 1990; Ohala 1990), why would exactly these three phase angles and no others, e.g. why $0^\circ$ but not $1^\circ$, exist for timing rules? These facts lead us to believe that the instantiation of linguistic timing in terms of a set of phasing rules is of limited predictive value and is mostly useful as restatements of empirical observations. I formulate an alternative below that allows, but constrains, variability in phasing relationships. The various factors that influence coordination can be seen as competing simultaneously, each contributing to the final intergestural phasing relation.

### 3.2 The phase window

The phase window framework allows variability in a single assignment of phasing relationship rather than using a set of timing rules that operate sequentially to coordinate the articulatory units. As in Articulatory Phonology, precedence relations are encoded (transitively) in the gestural score in terms of *association*, which specifies which gestures are to be phased to which other gestures. That is, the lexical representation specifies the requisite gestures and specifies which gestures are to be coordinated relatively. In contrast with Articulatory Phonology, this approach to timing assumes that the intergestural phase relations are not all specified lexically, e.g. in the gestural score. (Lexically specified timing relations are discussed in §4.) Coordination between associated gestures is assumed to be variable but constrained to particular ranges specific to the types of gestures involved, for example: V-to-C (reflexively), C-to-C and V-to-V. I refer to these ranges as PHASE WINDOWS. The ultimate timing relations are actualised concurrently with, or within (see §3.4), a dynamic model that converts the output of the linguistic gestural model (the phonology) into articulator movements.

Temporal organisation can create meaningful contrasts in the lexicon, e.g. voice onset time. In light of this, it seems reasonable to assume that temporal relations that are specified lexically are discrete and/or stable. This will be discussed further in §4. However, *outside* the lexicon, I assume that interarticulator phasing relationships depend on a wide range of linguistic and extralinguistic factors. A probabilistic approach to intergestural phasing (leaving aside the question of which points stand in the phasing relationship) is proposed. A general tenet of this research programme is that a given phasing relationship is constrained both physically (by biology) and language-specifically (by learning) to occur within a certain permissible window—the phase window. I propose that there are upper and lower limits placed on a particular phase window that are determined by both system constraints (motor, auditory and cognitive) and language constraints (language-specific, learned permissible phasing relationships). Clearly the window defined by the latter constraints will be
properly contained in that defined by the former. Utterance-specific (task-specific) influences then act to weight the window but do not constrain it further. The weighting of this phase window can be considered to take place in a probabilistic manner. These linguistic and non-linguistic influencess determine where in the range of permissible overlap relationships a specific phasing is likely to be implemented. This is in the spirit of Keller's (1990) idea of mutual competition between codeterminers of speech timing, including perceptual and prosodic factors. Like Keating's spatial windows approach, the temporal phase window framework assumes that some kind of optimisation occurs on line. Of course, this optimisation is complex because of the large number of simultaneously extant influencess that weight the window. The proposed phase window framework is envisioned as obviating the need for phasing rules within a model using relative timing such as Articulatory Phonology, and as a means of conceptualising variability in intergestural timing.

Docherty (1992) presents an analysis of voice onset time in the same vein as our proposal, in which he also extends Keating's concept of spatial windows to the temporal domain. That is, his temporal windows 'define sets of acceptable inter-articulator temporal relationships' (1992: 217). He hopes that window placement in the temporal space will help delineate categorial differences within a language as well as between languages. Window width or variability of a particular temporal interval would be language-specific and context-specific. Distribution of timing patterns within his temporal window is hypothesised to be context-specific and speaker-specific. Finally, Docherty suggests that a related approach might be possible in Articulatory Phonology: 'the relatively abstract phase angles which specify inter-gestural sequencing...could be translated (by language specific rules) into equivalence classes of phase angles, or “windows” within the syllable cycle' (1992: 223). While our proposal differs from Docherty's in significant ways, it is clear that both address similar concerns regarding handling variability in speech timing through the use of constraints.

With respect to the phase window framework, let's consider what the phase window for the oral constriction gestures in a sequence of two consonants might look like. First, given the assumption that the two consonants are timed with respect to one another, we need to define what points stand in a phasing relationship. This question is not addressed here. Let's assume that the onset of C2 is phased to some point in C1. Thus the relevant phasing relationship for this phase window is C1(0°) = C2(0°). Further, as outlined above, some cross-linguistic, e.g. universal motor, constraints exist that limit the value of x. Let's postulate for our example that these limits are minimal and are something like a lower bound of 0° and an upper bound of 360°. That is, C2 may not start before C1 is activated or after its activation ceases entirely. The phase window is, however, also additionally constrained in a way specific to English. Although very little cross-linguistic work has been done on this timing relationship, it does not seem unreasonable to assume that English
consonant sequences are typically quite overlapped in comparison to other languages, as we find systematic perceptual assimilations (Byrd 1992) and generally no acoustic releases of consonants in sequence (Jones 1956; Catford 1977; and others). A language with systematically released consonants, like Tsou (Tung 1964) or Salish (Flemming et al. 1993), would have a higher lower bound, and perhaps upper bound, on the window, thereby yielding less overlapped sequences than in English. Furthermore, let’s suppose that English allows a wide range of possible timing relationships, as in fact appears to be the case. So in the case of our supposition, English has a large amount of variation in CC timing as compared to many other languages. These language-specific constraints are learned by the child acquiring English. She learns that no more than a certain degree of overlap is allowable in consonant sequences for words to be intelligible to other speakers and that overlap is required to be at least a certain amount such that acoustic releases aren’t present between the consonants. These constraints yield the consonant cluster phase window for English. The hypothetical universal and language-specific boundaries are marked in the diagram in Fig. 1 by thick and thin lines respectively. We see that there is some probability, however small, of any value of \( x \) occurring in the phase window (otherwise it wouldn’t be in the window). The combined influence of the linguistic and extralinguistic conditions existing for the particular consonant cluster token of a single utterance
determines the final probability density for the window. The more alike the contextual effects are from token to token, the more alike the combined influencer distributions will be. This will yield a high probability of similar organisations being realised in similar contexts – i.e. low token-to-token variability. Of course, an interesting empirical and theoretical question is how this determination of the combined weighting of the phase window is arrived at.

The system-specific and language-specific constraints embodied in the phase window reflect issues previously considered in the literature. While not precisely analogous to our proposal, Turvey’s discussion of ecological psychology is relevant in considering a theory of timing that responds to task-specific requirements within a framework delimited by physical, systemic, and learned constraints. He says:

Laws identify real possibilities. When circumstances – boundary conditions, constraints – are appended, actual events result… Nature, however, is not very economical with respect to patterns of coordination. There is a great diversity, with each pattern giving expression to the general laws and principles in very specific ways… Furthermore, in the province of coordinated movements, the circumstances appended to laws include intentions, plans, goals, and so on. Intentions function as exceptional boundary conditions on natural law. (Turvey 1990: 941)

Gracco has recognised similar goals in the study of speech production, noting that ‘it is becoming increasingly clear that any behaviour is a reflection of multiple overlapping and interacting influences, each of which needs to be identified. The purpose of identifying the sub-components is not strictly to assign function to structure but to evaluate their potential contribution to the overall process, and hence allow development of realistic and biologically plausible working models of the system’ (1991: 53–54). MacNeilage (1970) describes Hebb’s (1949) contention that motor equivalence requires the use of learned perceptual information in addition to moment-to-moment information about ongoing motor activity. The conception of the phase window is motivated by such concerns.

3.3 Effects of influencers on the phase window

Let’s consider how variables may influence the probability density of a particular phase window. There are really three ‘dimensions’ to consider here. First, a variable may cause a preference for a particular region of the phase window. This is related to how much overlap a contextual variable is associated with. For example, a fast speech rate will favour the ‘more overlapped’ end of the window, and a slower speech rate the ‘less overlapped’ end. Secondly, variables may differ in the extent of the window over which they have an influence. This corresponds to how much variability an influencer will allow. Lastly, the level of weighting or activation contributed by particular variables may differ. As an example,
the speech register could have a greater influence on the final probability density than the speaking rate.

Many variables affect intergestural timing, including intrinsic influences such as constriction location and degree, influences of adjacent contexts, structural influences such as syllable constituency and boundary location, and extralinguistic influences such as speaking rate. Such factors can, tentatively (because of the unknown complexity of interactions between variables), be hypothesised to be active in weighting the phase window. For example, in Byrd (1996) it was found that front consonants followed by back consonants tend to be more overlapped than back consonants preceding front ones. A front-back order in a consonant sequence might therefore weight a region in the ‘more overlapped’ end of the phase window. Similarly, stops were found to be more overlapped by a following stop than was an [s]. The manner of C1 would then influence the final probability density of the phase window accordingly. Byrd (1996) also presents some evidence that an onset cluster is less overlapped and less variable than a like coda cluster and heterosyllabic sequence. This would reflect a more narrow region weighted in the onset cluster context and a region more in the ‘less overlapped’ end of the window than for the other sequence types. In addition, other work (Hardcastle & Roach 1979; Browman & Goldstein 1988) has suggested that timing of the same gestures between words is more variable than within words. The presence or absence of a word boundary, or other prosodic boundaries, may influence the window over more or less narrow regions.

Let’s consider, for example, the potential influence of speech rate on the phase window for consonant sequences. We observe in Byrd & Tan (1996) that rate has a roughly linear relationship to overlap in heterosyllabic consonant clusters. The schema in Fig. 2 indicates the strength and region of influence in the phase window for particular speaking rates. The x-axis is the phase window, the y-axis shows sample planes representing probability distributions in a continuum of speech rate and the z-axis indicates probability. (Only a single plane in the diagram is relevant for any particular utterance. This schema is intended to represent a three-dimensional space, although only slices through the z-axis (speaking rate axis) of that space are shown to simplify presentation.) The increase in overlap at faster rates can be seen by the movement of the peak across the window. The linear nature of this change is emphasised by the line overlaid on the peaks. Suppose also, for the sake of illustration, that variability in timing was found to decrease (i.e. coordination was more stable) at faster rates. Such a difference in timing variability would correspond to differences in the broadness of the distributions as rate changes. Such a difference is also illustrated in Fig. 2.

Let’s consider how the timing of a consonant cluster in a particular utterance would be described. Suppose the following: (i) the consonant cluster is [sk]; (ii) it is in syllable onset position; and (iii) it is being spoken somewhat faster than ‘normal’. Thus we might find the following influences, each of which is represented by a plane schematically in the top
Schematic figure showing the effect of speech rate on the C-C phase window.

Panel of Fig. 3: (i) consonant sequences of fricative-stop prefer less overlap; (ii) onset clusters prefer less overlap; and (iii) medium fast clusters prefer somewhat more overlap. (Alternatively, the second influence could be seen as a mapping from a continuous variable of prosodic cohesiveness to the probability distribution in the phase window, in much the same way as rate. See §3.3.1 for more on continuous vs. categorical variables.) Note that, unlike Fig. 2, the planes in Fig. 3 represent the influencers affecting a single utterance.

The most difficult question is how the individual probability functions for each variable combine to determine the final probability density for the phase window for the utterance. It is likely that these interactions are quite complex. Answering this complicated question is beyond the scope of this work and will require detailed computational modelling. The effects of each influencer could be added, convolved, overlaid and subjected to a
Figure 3
Schematic figure showing multiple influences on the C-C phase window for an [sk] token at a medium fast rate.
peak-picking algorithm, or combined by any number of other possibilities. Two reasonable combinatorial possibilities are outlined here. First, the probability distributions of each influencer may simply be additive. The phase angle with the highest weighting or activation after the effects of all variables are added up specifies the phasing relationship with the highest probability of being realised. A second approach to combining effects of different influencers is to add the individual distributions, as before, and then take a weighted average in the form of the centre of mass or centroid value. This value would be the output phasing. (This is the approach taken by Kosko 1993 for combining fuzzy sets.) These two approaches yield different empirical predictions. The first admits unpredictability and the possibility of multimodal resultant distributions. The latter does not. Unfortunately, testing for outliers and biomodality under identical influencers is, in practice, difficult. It is impossible for an experimenter to ensure identical conditions on the part of the speaker for many tokens of an utterance.

The final phase relation for the sequence shown in Fig. 3 depends on the procedure used to combine the influencers – the additive or the additive-centroid. (Note that because most experimental studies on intergestural timing examine the main effects of certain variables on timing, I make no claim about the nature of their interactions and can infer nothing about the relative weighting of the influences that might exist. However, it would not be at all surprising to find that certain influencers are stronger than others.) In Fig. 3 the additive process yields a timing with a high probability of being realised in the middle of the phase window but some chance as well of being realised in the more overlapped portion of the window. The additive-centroid combination does not admit any uncertainty in the outcome; it yields a single phase angle that specifies the CC timing.

Cases in which substantially different behaviour is predicted by the two combinatorial processes include tokens in which two disparate influencers are competing at opposite ends of the phase window. The additive process predicts a bimodal distribution of the output timing across a large number of repeated tokens. The additive-centroid process predicts an output phasing consistently between the areas of the phase window preferred by each of the influencers. However, it’s likely that there will nearly always be many synchronously operating influencers that prefer the middle range of the phase window, thus making instances of bimodality highly unlikely if an additive procedure is used to combine the effects of the influencers.

3.3.1 Different kinds of influencers. Gracco (1991) suggests two rationales for research focusing on developing models of motor control: ‘first, there is an inherent richness and intricacy [sic] to even the simplest problem of sensorimotor control, and second… an implicit assumption that higher functions such as cognition are not discontinuous with the lower level sensorimotor functions that implement them’ (Gracco 1991: 54). These are both very important points.
In the exploration of motor control, much attention has been given to physiologic factors determining timing. The efficiency of timing patterns has been determined in large part by physical factors such as energy and work requirements. There is an important way, however, in which speech movement differs from other types of (non-communicative) body movement. For speech, the determination of efficient movement patterns must take into account a perceiver. That is, unlike control of the limbs in the study of gait, theories of articulatory coordination in speech timing must be able to account for the communicative goals, and hence communicative efficiency, of the movements. Is the listener in the room, in another room, hard of hearing, a non-native speaker, an infant? All these factors could conceivably influence how the articulators are coordinated. The approach outlined above incorporates extralinguistic influences in the same way as linguistic variables, even though the quality of their effects on timing may differ.

The proposal that auditory goals may affect intergestural coordination is in the spirit of Ladefoged et al. (1972) and Johnson et al. (1993), who have outlined an auditory theory of speech production in which speech movements are directed by auditory goals. Although acoustic influences on timing are not their focus, Johnson et al. do suggest that ‘the acoustic product of speaking is the crucial determinant of the organisation of speech articulation’ (1993: 712; emphasis added). Ohala (1990) also states that the ultimate goals in speech are acoustic-auditory events and that acoustic goals can influence timing. While I don’t assume that acoustic output is the only goal appropriate to a speech production model, the admission of listener-oriented influences on speech motor control seems plausible (see for example Lindblom 1990). Kohler’s (1992) comments regarding reduction are also applicable to our discussion of timing:

Speakers have to tune their performance to…[different communicative] conditions to guarantee a successful language interaction…In order to increase the explanatory power of ‘articulatory phonology’ it has to be supplied with an auditory control unit, because speakers not only control gestures with regard to the physiological and articulatory potentials contained in the dynamics of sound production but also take listeners into account and adapt to their needs (Lindblom 1990), i.e. ‘articulatory phonology’ cannot be blind to acoustic consequences, it must be input- and output-oriented. (Kohler 1992: 209–210)

Of course there are options other than an ‘auditory control unit’ to address this concern. Theories incorporating a mechanism for speech planning that has access to a speaker’s knowledge about the crucial perceptual cues of his language offer greater insight into speech timing than those that rely solely on the physical properties of the movements themselves. Löfqvist remarks that ‘gestures are intentional, are made for a purpose, and have to be adapted to the environment…One important aspect of the environment during speech is the listener’ (1990: 316). In the phase window framework, timing is still implemented intrinsically, i.e. in
terms of the dynamic characteristics of the linguistic unit, but can be influenced by other factors as well.

We know that both linguistic and extralinguistic variables may affect speech timing. Here the word ‘linguistic’ is used in a very narrow sense to mean categorical or phonological. ‘Extralinguistic’ is used to refer to those variables that change continuously. In the proposal outlined, both types of influencers have commensurate means of affecting the phase window, although the shape of their probability distributions may differ. It is also not always clear whether a contextual influence is categorical or continuous. For example, resyllabification of the second consonant in a coda cluster to a following syllable might be a matter of degree or might be all or nothing. Conversely, changes in speech style and rate might behave in categorical fashions or vary gradually. Allowing linguistic and extralinguistic factors to influence speech timing through the functioning of a single mechanism is preferred both by Occam’s Razor and because it seems in agreement with the difficulties phoneticians have had in delimiting separate, non-interacting influences of such factors.

Finally, recall that Browman & Goldstein (1990b) infer a phasing relationship for consonant sequences based on their observation that in X-ray microbeam data for three speakers, C2 seemed to start at 290° (i.e. the release) of C1. Among the clusters examined are four onset clusters and four heterosyllabic clusters, most of which start with [s], in an [i__a] environment (the number of tokens considered isn’t specified). If this preference does in fact extend to other clusters, syllabic positions, speakers and environments, their observation might be captured here in one of two possible ways. The first possibility is that a motor or perceptual advantage proffered by this phasing relationship creates a strong, narrow weighting in this part of the phase window such that the combined preferences of other variables are generally much less strong. This would result in a high probability of the consonant sequence being realised with this phasing relationship. The second, and to my mind, more appealing possibility is that the typical probability distributions for the contextual variables in their data set combine to yield a high probability peak around 290° in the phase window. This would result in an empirical bias for this phasing. However we should remember that such a bias may or may not be found for other consonants, syllabic positions, vowel contexts or speakers. Indeed, data in Byrd (1996), Byrd & Tan (1996) and Hardcastle (1985) suggest that it is not consistently found.

In summary, this framework for speech timing has two elements – phase windows and influencers. It is hypothesised that only a small number of phase windows exist, for example of the type consonant–to–vowel (reflexively), consonant–to–consonant and vowel–to–vowel. This assumption is desirable in a research programme designed to determine a small number of controllable parameters in speech production and their relation to phonological structure. The myriad factors that have been shown to influence articulatory timing have no place in phonological representation; in fact many of them are commonly considered to be
extralinguistic. The postulation of a small number of very general phase windows is made preliminarily as the most conservative assumption with which to guide the research programme.

However, the question arises of whether the influencers acting alone, that is, unconstrained by any limits on variability, would not be sufficient to capture the articulatory patterns. Ideally, to demonstrate the usefulness of phase windows one would want to show that the variability in phasing is less for some types of gestures (VC, for example) than for some other type (CC, for example) in the same context (same rate, prosodic position, etc.). It is hoped that such experimental data can be evaluated in the future. The phase window acts to limit the temporal compressibility or disassociation of gestures. It prevents the joint influence of contextual variables from going beyond a certain range. The window acts as the absolute (language-specific) limit beyond which no amount of influence can have an effect. By distinguishing windows, i.e. ranges, from influencers, a given influencer can have a consistent effect on all phase windows. The shape of the influencer may be constant, but different phasings will result depending on the particular window to which it's applied (as well as depending on other influencers of course). Despite the general nature of an influencer's effect, the relative coordination of the gestures cannot be forced beyond the constraints imposed by the particular phase window required in the case of those gestures. For example, when we talk our fastest, adjacent consonantal gestures do not increase so much in overlap that they continue to 'slide' right by one another; nor, when we talk our slowest, do epenthetic vowels appear between adjacent consonants. There are limits on phasing variability.

3.4 Programs for modelling speech timing

There are of course many possible routes that can be taken in modelling speech timing. The probabilistic framework described above is one avenue for exploration. I am sympathetic with Diehl's impression (1991) that phonological and phonetic knowledge might best be understood by research strategies employing a probabilistic approach. He comments that 'in most cases scientists must at least provisionally settle for probabilistic forms [of explanation], because the full intricate skein of laws and relevant conditions is not completely known' (1991: 129). The proposal outlined above responds to Gracco's view that 'perhaps speech perception and production should be appropriately represented as stochastic processes based on probability statements implemented through an adequate but imprecise control system. Strict determinism, invariance, and precision are most likely relegated to man-made machines working under rigid tolerance limits or simplified specifications, not to complex biological systems' (Gracco 1992: 20). However, a probabilistic approach to speech timing is not the only way to allow contextual variables to affect intergestural coordination. One promising alternative model of intergestural timing is being pursued by Saltzman and his colleagues Mitra,
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Hogden, Levy and Rubin (Saltzman 1995a, b; Saltzman & Munhall 1989). Their work is attempting to integrate task dynamics with intergestural timing, thereby extending the dynamics now intrinsic to the interarticulator level of Articulatory Phonology to the intergestural level. Saltzman (1995a: 85) describes the use of the recurrent, sequential network architecture of Jordan (1986) as a means of 'patterning gestural activation trajectories for the task-dynamic model', thus implementing intergestural timing dynamically. The hope is that this approach will allow rate and boundary effects to be accurately modelled. If accomplished, this would represent an appealing advance.

4 Lexically specified timing

To this point, I have discussed only intergestural relations of the V-to-C, V-to-V or C-to-C type – that is, those relations typically considered to obtain between the articulations of different segments. I have argued that the phase window framework is useful in capturing the timing variability observed in the coordination of these gestures. Under this approach the precedence relations between the gestures is considered to be specified lexically, but the small number of phase windows is argued to be implemented postlexically, operating, for example, on the output of the linguistic gestural model of Articulatory Phonology.

However, there are many temporal relations that are crucial in making a phonological contrast. For example, the differences between /p/ and /pʰ/ or /mb/ and /m/ lie significantly in the timing relationship between an oral and a non-oral gesture – glottal opening in the first case and velum lowering in the second. Articulatory Phonology makes no distinction in the mechanism for coordinating two such gestures as compared to coordinating gestures, for example, between words. No differences in variability are predicted, and there is no theory-internal reason to expect the degree of overlap to be different.

In §2.2 it was claimed that some intergestural coordinations have been found to be relatively stable; these are the coordinations between gestures that are traditionally considered to constitute a segment. These particular coordinations were excluded from the general discussion of the phase window framework above. It's unlikely to be coincidental that stable timing relations have been found for those pairs of gestures that are traditionally considered to belong to a single segment, but not between those of different segments. It has been suggested within Articulatory Phonology that syllable structure is a characteristic pattern of gestural coordination (Browman & Goldstein 1995a; see also Kelso et al. 1986a). I extend this and consider that the percept and functionality of the segmental unit, to whatever extent it exists, results from its characteristic pattern of coordination. I propose that this characteristic pattern of coordination is stability, i.e. a narrow phase window that is lexically specified. An independent speculation by Nittrouer et al. (1988) hypoth-
eses that it may be the case that intergestural overlap is more stable within segments than between segments; I infer that they mean that the presence of a segment will cause timing of its gestures to be stable. Similarly, Löfqvist (1991: 346) offers the possibility that ‘gestures forming a segment may show a greater degree of internal stability in the form of coherence of patterns of muscular activity and/or movement than those associated with different segments’. My proposal is crucially different—it is not the case that the quality of being a segment causes stable timing, but rather that stable timing causes the quality of being a segment. Thus, segmenthood might be epiphenomenal.7

This approach has more in common with Saltzman & Munhall (1989: 365), who ‘assume that gestures cohere in bundles corresponding, roughly, to traditional segmental descriptions, and that these segmental units maintain their integrity in fluent speech’. They hypothesise that this cohesion is due to dynamical coupling of the gestures. It is reasonable to assume that an appropriate type of coupling could yield a limited window of relative phase relations between the coupled gestures.

Like Articulatory Phonology, this discussion sees the gesture as a basic phonological primitive. In contrast to Articulatory Phonology, this approach to intergestural coordination proposes that only certain timing relationships are lexically specified. These lexically specified phase windows are narrow, that is, very tightly constrained in the variability they allow. Furthermore, it is claimed that the gestures whose coordination, or phase window, is part of a word’s lexical representation bear a close relation to those conglomerates of gestures that constitute what is traditionally considered to be a ‘segment’. Crucially, the narrowness of the phase window, or constraint on permissible coordinations, ensures that the recoverability of the gestures is preserved for the listener by this tight cohesiveness and not jeopardised by an inappropriate degree of overlap. Certain aspects of gestural structure might not be recoverable unless coordinated in a specific way. For example, in certain cases a precise temporal coordination may be necessary to yield aerodynamic properties that typify a sound, such as ingressive airflow in a click (see Mattingly 1981 for an insightful discussion of the importance of intergestural coordination in accounting for restrictions on gestural overlap and perceived sequential order of phonetic elements).

The postulation of certain narrow lexical phase windows makes several predictions. This approach to the nature of ‘segmenthood’ predicts that a doubly articulated stop like [kp] should have a very stable timing, while a [kp] sequence should be more variable in timing.8 Although few articulatory movement data have been gathered on doubly articulated stops (but see Maddieson 1993), the descriptions of these stops in the phonetic literature do seem to support the prediction of stable timing. Westermann & Ward (1933: 58) state in discussing their production that ‘the two articulations must be simultaneous’ (cited in Maddieson 1993; emphasis added). While the simultaneity (or lack thereof, cf. Maddieson & Ladefoged 1989) isn’t relevant here, the use of ‘must’ suggests a stable
timing pattern. Other similar cases of relatively stable coordination within 'segments' are also predicted. (i) The coordination of labial and velar gesture in English [w] should be less variable than the English sequence of [kp] (although the latter differs in constriction degree from the glide). (ii) The timing of the closure and constriction gestures constituting an affricate should be less variable than a comparable stop–fricative sequence. (iii) The coordination of larynx raising/lowering gestures with oral gestures in ejectives/implosives should be more stable than the coordination of those gestures with adjacent vowels. (iv) The same would be expected of the timing of tongue backing and oral closure gestures in clicks. Other multigesture 'segments' to consider are the labial, pharyngeal and tongue tip gestures used in certain productions of American [l] (Uldall 1958; Delattre & Freeman 1968; Lindau 1985), velum and oral gestures in nasals, and tongue backing and tip raising in [I].

This approach also predicts that interword timing (by definition postlexical) will not exhibit the stability characteristic of lexically contrastive timing relationships. Additionally, it suggests that if a timing relationship were to become diachronically more and more stable, it would be likely to be lexicalised by the language learner. (We should also note that in at least one case, a regular bimodal pattern of coordination has been interpreted by linguists as resulting in two allophones of a single 'segment', the case in point being [I] vs. [I]; Delattre 1971; Sproat & Fujimura 1993.*) In terms of language acquisition, it would not be surprising if language learners lexicalise the stable timing relationships to which they are exposed; but learn as general principles of speech coordination the relationships that are systematically influenced by a variety of factors.

Lastly, the proposal outlined here predicts that while certain postlexical timing relationships may appear more stable than others (recall the results summarised above for the onset cluster), their timing will still be affected by other influencers, like rate, in a way that a lexical timing relationship will not be, due to the difference in the width of the phase window that constrains the range over which influencers may have an effect. That is, there is a difference between a narrow phase window and a narrow influencer. Put more succinctly, this approach predicts that the relative timing of gestures constituting a 'segment' will be less affected by contextual variables than that of other gestures not constituting a 'segment'. That is, a smaller effect of rate or other variables is expected on the phase relations of gestures having a lexical phase window as compared to a greater influence on gestures that are only associated (i.e. have their precedence relation specified) lexically.

Some findings that would argue against the proposal outlined above include: (i) comparable variability in the relative timing of all associated gestures – for example, comparable variability between oral and glottal gestures for stops or tip and body gestures for clicks as compared to V-C, V-V or C-C timing; and (ii) greater or comparable effects of influencers such as speech rate or phrasal accent on the relative timing of the
postulated lexically specified relationships as compared to those postulated to be specified by postlexical phase windows. Regarding (i), the data presently available (see §2.2) suggest that there are in fact systematic differences in variability. Additional data of interest are provided by Saltzman et al. (1995), whose perturbation experiments examining lip and larynx gestures find greater intergestural temporal stability within segments than between syllables (see also Saltzman et al. in preparation). Further data are needed to evaluate (ii).

Browman & Goldstein (1991) express the hope that lexically contrastive patterns of gestural overlap can be understood by extending recent research on bimanual rhythmic movements that has demonstrated stable coordinative modes (citing Kay et al. 1987; Turvey et al. 1986). Additionally, they suggest that critical differences in amount of overlap may yield qualitatively different acoustic, and hence perceptual, consequences. These are among the mechanisms by which they plan to partition the 'potential' continuum of overlap. In the case of contrastive phasing, I agree with Browman & Goldstein (1991) and Goldstein (1989) that quantal perceptual effects and natural oscillatory modes will determine the types of contrastive phase windows that may exist. (This is a separate issue from the supposition that phase windows exist and that they are narrow.) Clements (1992) remarks that phasing relations as currently formulated in Articulatory Phonology predict more 'types' of lexical contrasts than are actually attested. Neither does the proposal outlined here make any predictions regarding the number or 'type' of lexically contrastive timing relationships that might be possible. It only predicts that they share a common quality – stability. In fact, these frameworks shouldn't make such a prediction. As properly put, this question is not a structural (representational) question but a functional question. That is, these types of gestural organisations are limited by the dynamic and perceptual systems that produce and perceive them. Lindblom (1990) emphasises that speech motor control is prospectively organised to allow discriminability and recoverability by the listener, as well as efficiency on the part of the speaker. Browman & Goldstein (1991) note that lexically contrastive patterns of gestural overlap are 'designed' to allow gestural recovery by a listener. Specifically, I agree with Goldstein (1989, see also 1990) that quantal (Stevens 1989) perceptual effects are important in determining contrastive timing relationships but not in actively constraining other types of intergestural timing.

5 Conclusion

The implementation of articulatory timing within the Articulatory Phonology framework was discussed. It was argued that systematic variability in intergestural timing necessitates a means of allowing linguistic and extralinguistic variables to influence phasing relations. I propose the phase window framework, in which variability is allowed in the assignment of
phasing relations. Competing influencers that differ from utterance to utterance weight a phase window, determining where in the range of permissible overlap relationships a token is likely to be realised. Additionally, it is hypothesised that certain phasing relations are lexically specified and stable. It is argued that gestures having such a lexical phasing relation bear a close correspondence to what has traditionally been considered a segment. It is hypothesised that the percept and functionality of what has traditionally been called a segment result from this characteristic stable timing, i.e. a narrow phase window that is lexically specified.

This approach to intergestural timing argues for the pursuit of a research programme designed to identify the factors influencing phasing relations and the nature of these effects. The main goals of this presentation were to offer a framework in which variability is allowed but constrained and, to some degree, predictable, and to motivate discussion as to the nature of segmenthood and its relation to intergestural timing.
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[1] The concept of association remains somewhat vague, as demonstrated by suggestions such as that a ‘statement’ of ambisyllabicity ‘applies’ that associates a coda consonant to the vowel of a following word, thereby forcing the ‘reapplication’ of the phasing rule that phases a vowel to the leftmost preceding associated consonant (Browman & Goldstein 1990b).

[2] Structure which is associated with multiple gestures in Articulatory Phonology includes nodes on a rhythmic tier (Browman & Goldstein 1990b) and gestural constellations. Browman & Goldstein (1986) describe ‘the phonological structure of a lexical item as a “constellation” of gestures, that is, a stable organisation among gestures’ (see also Browman & Goldstein 1990b). In other references a constellation is ‘syllable-sized’ and associated with a stress node on the rhythmic tier, e.g. Browman & Goldstein (1990b: 351).

[3] Regarding the acquisition of speech timing by children, two points bear mention. First, Nitttrouer (1993) notes that young speakers may exhibit greater overlap among articulatory gestures compared to more experienced speakers (Goodell & Studdert-Kennedy 1993; Nitttrouer et al. 1989). Nitttrouer (1993), citing Kent (1983), suggests that the initiation of gestures composing a syllable might take place synchronously for a child who has not yet established phasing relationships between the gestures. Kent comments that ‘synchronous patterning may be a default principle that is overridden by phonetic and motor learning’ (1983: 71). Second, research suggests that a child’s ‘loosely coordinated gestures [evolve into] the tightly coordinated patterns of articulatory movement characteristic of adult speech’ and that ‘young speakers may exhibit great variation in (perceived) phonetic structure across attempts at the same utterance’ (Nitttrouer 1993: 960). On greater timing variability in children’s speech, see also Kewley-Port & Preston (1974); Tingley & Allen (1975); Kent & Forner (1980); Sharkey & Folkins (1985); Chermak & Schneiderman (1985); Kent (1986); Katz et al. (1991). This gives some support to the idea that a speaker in learning to coordinate his speech movements is narrowing in on acceptable phase windows
for particular relationships. We might speculate on how the data on child speech timing acquisition could be understood in the phase window framework. First, before phase windows have been created, i.e. before phase relations are implemented, children may be likely to initiate gestures (composing some unit like a syllable/word) synchronously. That is, they may know what movements are involved but not have established any organisational relationship among them. Next, after phasing relationships have been established but before they are subject to all the influences and limitations exhibited in adult timing, the coordination between gestures may be highly variable. Later, as coordination becomes more mature, systematic influences on phase relations are expected to yield more consistency in the timing of the phased gestures, although no single phasing relationship is required.

[4] This framework implies that an intergestural timing relationship realised with a coordination outside the constraints of the appropriate phase window would be perceived as ‘abnormal’ by a listener (e.g. possible examples of this might include foreign accented speech or apraxic speech).

[5] Simply adding the distributions is in fact unrealistic, as it would ultimately yield a flat line output.

[6] We would not wish to suggest that work such as that of Kelso et al. (1986a) does not admit non-motoric constraints on speech timing (see Kelso et al. 1986b), but rather that their research has focused on obtaining a thorough understanding of the motoric constraints.

[7] While this discussion concerns speech production, it remains an open question whether the segment acts as a unit in speech perception.

[8] Note that Maddieson (1993) finds that the underlying [k] and [p] gestures are probably the same in both [kp] and [kp], with any movement trajectory differences being due mainly to aerodynamic conditions.

[9] Let’s digress for a moment to consider two cases of reported ‘bistability’, i.e. two stable patterns of coordination. Krakow (1989), examining nasal consonant production for two speakers, found that in syllable-initial position the oral and nasal gestures were reliably coordinated in a roughly synchronous relationship while in syllable-final position the velum lowering gesture consistently preceded the oral closure, again in a consistent fashion. Sproat & Fujimura (1993) considered movement data from five speakers’ [l] productions. They found that in word-initial [l]’s the tongue tip peak led the body lowering while in word-final position the body lowering led the peak. (Note that Goldstein (1994) describes these data as paralleling Krakow’s (1989) – that is, that the tip and body are roughly synchronous in word-initial [l]. The ‘tip delay’ measure reported in Sproat & Fujimura (1993: Table III) suggests at least for peak movements that neither word-initial nor word-final [l]’s were consistently synchronous, only that there is a consistent difference in which articulator led.) These examples of ‘bistability’ suggest that the intergestural coordination of such ‘intrasegment’ gestures should be characterised differently from the ‘intersegment’ phase relations described in §2.2, where a range of variability in the timing between vowel and consonant, or consonant and consonant oral gestures, is observed. The marked difference in these behaviours – stability (even if specific to syllable position) for [n] and [l] vs. a range of variation for VCV or CC coordination – lends support to the hypothesis that there may be two types of timing subject to different constraints, one stable type specified lexically and one variable type implemented postlexically.
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