Inverting mappings from smooth paths through $R^n$ to paths through $R^m$: A technique applied to recovering articulation from acoustics
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Abstract

Motor theories, which postulate that speech perception is related to linguistically significant movements of the vocal tract, have guided speech perception research for nearly four decades but have had little impact on automatic speech recognition. In this paper, we describe a signal processing technique named MIMICRI that may help link motor theory with automatic speech recognition by providing a practical approach to recovering articulator positions from acoustics. MIMICRI's name reflects three important operations it can perform on time-series data: it can reduce the dimensionality of a data set (manifold inference); it can blindly invert nonlinear functions applied to the data (mapping inversion); and it can use temporal context to estimate intermediate data (contextual recovery of information). In order for MIMICRI to work, the signals to be analyzed must be functions of unobservable signals that lie on a linear subspace of the set of all unobservable signals. For example, MIMICRI will typically work if the unobservable signals are band-pass and we know the pass-band, as is the case for articulator motions. We discuss the abilities of MIMICRI as they relate to speech processing applications, particularly as they relate to inverting the mapping from speech articulator positions to acoustics. We then present a mathematical proof that explains why MIMICRI can invert nonlinear functions, which it can do even in some cases in which the mapping from the unobservable variables to the observable variables is many-to-one. Finally, we show that MIMICRI is able to infer accurately the positions of the speech articulators from speech acoustics for vowels. Five parameters estimated by MIMICRI were more linearly related to articulator positions than 128 spectral energies.
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1. Introduction

In their classic review of speech perception research, Liberman et al. (1967) conclude, "If the listener possesses some device for recovering the articulatory events from their encoded traces in the sound stream, then he should perceive the phonemes well and, indeed, evade several limitations that would otherwise apply in auditory perception". This conclusion is the source of the "motor theory" of speech perception, which has guided human speech perception research for many years.

While the motor theory has had little impact on automatic speech recognition systems, it seems likely that automatic systems that possess a device for recovering articulatory events would see benefits similar to what is expected in human speech perception. In fact, being able to invert the mapping from articulation to acoustics is a topic of interest for automatic speech processing for a
variety of reasons (McGowan and Faber, 1996; Rose et al., 1996), not the least of which is that being able to recover articulator positions may improve the performance of speech recognition (Blackburn and Young, 2001; Deng, 1998; Deng et al., 1997; Frankel and King, 2001a,b; Hogden et al., 1998; Hogden and Valdez, 2000; Kirchhoff, 1998; McDermott and Nakamura, 2006; Richards and Bridle, 1999; Zlo Karnik, 1995).

Of course, the statement that being able to recover articulation would aid in human speech perception or automatic recognition begs for an explanation of how the articulation can be recovered. In their revision of the motor theory, Liberman and Mattingly (1985) conclude that knowledge of the relationship between acoustics and articulation is innate in humans, in part because phenomena were discovered that "differed from anything that association learning could reasonably be expected to produce" – a claim that is echoed in the more recent work of Guenther et al. (1998). In associative learning, which is also known as supervised learning and is exemplified by multilayer perceptrons, the learning algorithm must be given paired input/output data in order to learn the mapping from the input to the output. But how can the mapping between acoustics and articulation be learned by people who do not produce speech, e.g., prelinguistic infants or people who are incapable – from birth – of controlling their articulators? While Guenther et al. agree that humans cannot be using associative learning to arrive at the perception-production link, they also argue that the perception-production link cannot be innately specified because the mapping differs between individuals and changes over time within individuals. Blesser's work (1972) showing that people learn to understand "spectrally inverted" speech (speech in which the energy at low frequencies is transformed into energy at high frequencies and vice versa) makes it even more difficult to understand how the perception-production link could be innate. The argument that people do not learn the perception-production link by association, combined with the argument that the link between acoustics and production cannot be innate, would seem to suggest that the perception-production link is not used in human perception.

There is, however, a flaw in the reasoning presented above: it is possible to use blind algorithms instead of association to learn the relationship between two signals, e.g., acoustics and articulation. The word "blind" is used in the same sense as used by Beneviste and Goursat (1984) and more recent publications, e.g., (Qiu and Hua, 1997) – given two sequences, x and y, the relationship between x and y must be discerned from observations of y without the need to know x or time-align x and y. Blind algorithms, sometimes called unsupervised algorithms, are not associative learning algorithms because they do not need to be given examples of x to learn the mapping between x and y. If we assume that people use blind algorithms to learn the mapping between acoustics and articulation, then we can explain how people who never produce speech can learn the mapping between acoustics and articulation, and how people can learn to understand distorted speech for which an innate map seems unlikely.

In this paper, we apply insights gained from speech perception research to the problem of automatic speech recognition. The focus in this paper is to use one particular blind algorithm – MIMICR (Hogden et al., 2003) – to help solve three important problems in signal analysis: blind function inversion, dimensionality reduction, and using temporal context – the preceding and subsequent values of the signal – to infer the current value of a signal. Each of the three problems is important on its own, but taken together they offer a potential solution to the long-standing problem of learning the relationship between acoustics and articulation. Although many proposals have been made for using articulatory-based representations to improve ASR (see McDermott and Nakamura, 2006 for a survey of such work), MIMICR offers a much deeper theoretical insight into the relation between acoustics and articulators. Whereas most articulatory modeling for ASR has used articulatory features obtained from theoretical considerations, or trajectory modeling with minimal smoothing constraints, MIMICR allows one to make very specific use of continuity constraints in relating acoustics to articulators. This relationship is intrinsic to the nature of speech, and not merely imposed by the engineer. We believe that those who come to understand the MIMICR framework will be able to exploit this gain in understanding along lines similar to previous work in articulatory-based ASR, but in a much more principled manner.

In the remainder of this introduction, we give an outline of what can be found in the rest of the paper, highlighting some of the more important points. The outline includes a brief description of the three problems MIMICR addresses and some mathematical background that is important for all of the subsequent sections (the detailed mathematics can be found in Section 2). We direct the reader to subsequent sections for more complete information on each of the topics.

Section 1.1 discusses the first problem MIMICR addresses: blind function inversion, in which we can only observe a nonlinearly transformed version of a signal for which we would like to measure the amplitude over time. An example of this type of problem is trying to infer the input to a nonlinear microphone when we can only observe the output. Our goal will be to infer and invert the nonlinear function using known constraints on the unobservable data. Section 1.2 discusses the second problem: dimensionality reduction. Dimensionality reduction arises, for example, when we are given a series of short-time spectra of a signal and would like to characterize the spectra using as few parameters as possible. Section 1.3 discusses the use of temporal context. Each of these problems arises in many application areas, but many applications require the solution to only some of the problems. For example, we may want to invert the effect of a nonlinear microphone on a one-dimensional signal (such as a sound wave) but not be
concerned with reducing the dimensionality of the signal (since it has only one dimension). In contrast, the mapping between articulator positions and acoustics involves function inversion, dimensionality reduction, and, in some cases, use of context information to invert many-to-one mappings. Section 3 discusses our application of MIMICRI to inverting the mapping from acoustics to articulation.

As discussed more thoroughly below, MIMICRI approaches each of the problems as an inversion problem in which there is some memoryless function, \( f: \mathbb{R}^n \rightarrow \mathbb{R}^m \), \( f(x(t)) = y(t) \), that converts an unobservable signal, \( x = [x(1), x(2), \ldots, x(T)]^T \), to an observable signal, \( y = [y(1), y(2), \ldots, y(T)]^T \). For pedagogical reasons, assume that both \( n \) and \( m \) equal 1 unless otherwise stated, which allows us to treat signals as standard vectors in a Euclidean space. Cases in which \( n \neq m \), i.e., dimensionality reduction, are discussed in Sections 1.2 and 2.6.

We will not discuss functions with memory, in which \( y(t) \) may be a function of \( x \) at times other than \( t \), i.e., \( y(t) = f(x(t), x(t-1), x(t-2), \ldots) \), but a good discussion and bibliography can be found in (Tsimbinos, 1995). While the assumption that the function is memoryless is often not strictly true, it can be a useful approximation. For example, in modeling the mapping from articulation to acoustics, researchers typically assume that a sufficiently short acoustic window centered at \( t \) can be treated as being the result of the articulator configuration at \( t \).

The proof presented in Section 2 shows that if \( x = Cv \) where \( C \) is a matrix with more rows than columns (and other minor constraints discussed in Section 2.3), \( v \in \mathbb{R}^d \) is a column vector, \( d < T \), and if we can find a memoryless function, \( g: \mathbb{R} \rightarrow \mathbb{R} \), which transforms every possible observable trajectory \( y \) to a new signal \( \hat{x} = [g(y(1)), g(y(2)), \ldots, g(y(T))]^T \), such that \( \hat{x} = Cv \), then \( g \) inverts \( f \) to within an affine transformation. The precise meaning of this statement is given in Section 2, but for many applications we can think of \( g \) as the inverse of \( f \). We call any process that finds a \( g \) meeting this requirement, i.e., in which the constraints on \( \hat{x} \) mimic the constraints on \( x \), MIMICRI. Note that MIMICRI is blind in that it never requires \([x(t), y(t)]\) pairs to learn \( g \), but does require that we know the constraint matrix, \( C \). Recovering \( x \) is merely a side-effect of making \( \hat{x} \) mimic the constraints on \( x \).

The proof given in Section 2 shows how to recognize when we have found a \( g \) that inverts \( f \) to within an affine transformation, but does not specify the algorithm needed to find \( g \). In practice, the implementation of MIMICRI will change depending on the parameterization of \( g \). An example in which \( g \) is chosen from a small class of functions is given at the beginning of Section 2.4. We use a more general parameterization of \( g \) in the computational formula we give in Section 2.7. The parameterization used in Section 2.7 only assumes that \( g(y(t)) \) can be approximated by \( g(a_i) \), where \( a_i \) is a quantized version of \( y(t) \). Increasing the number of quantization levels allows us to approximate increasingly general functions by making \( a_i \), a better approximation of \( y(t) \), and \( g(a_i) \) a better approximation of \( g(y(t)) \). With this parameterization, \( g \) does not need to be continuous but must have only a finite number of discontinuities (unless we have an infinite number of quantization levels). MIMICRI has also been implemented for this very general parameterization of \( g \) using an iterative approach (Hogden, 2000) similar to the well known EM algorithm (Dempster et al., 1977).

In Section 1.1, we discuss how \( C \) can be used to characterize fairly general constraints on signals. In particular, a set of bandlimited \( x \) can be characterized by correctly choosing \( C \). Given that \( C \) can be used to characterize bandlimited signals, it may be clearer, albeit not quite as accurate, to characterize MIMICRI by saying that if we know the pass-band of the signal we cannot observe, \( x \), then we can invert any memoryless, invertible nonlinearity applied to \( x \) by finding a transform of the signal we can observe, \( y \), so that our transformed \( y \) has the same pass-band as \( x \). The caveats are that we need to be able to see many examples of \( y \), and we can only invert to within an affine transformation.

Finding the mapping from \( y \) to \( x \) is not necessarily the same as inverting \( f \) because \( y \) can contain much more information than \( x(t) \). For example, if \( f \) is many-to-one, we cannot recover \( x(t) \) from \( y(t) \) alone, but we may be able to exploit the sequence information in \( y \) to infer \( x(t) \). A very large body of work exists on inferring \( x \) in the presence of many-to-one mappings (Badin et al., 1995; Dusan and Deng, 2000; Hiroya and Honda, 2004; Kue et al., 1985; McGowan and Lee, 1996; Moody, 1999; Ouni and Laprie, 2005; Richards et al., 1997; Roweis and Alwan, 1997; Schroeter and Sondhi, 1994; Shirai and Kobayashi, 1986; Sorokin and Trushkin, 1996; Suzuki et al., 1998), and we give a more complete discussion of many-to-one mappings in Sections 1.3 and 2.5. MIMICRI has been shown to be able to invert complicated, discontinuous, and even many-to-one mappings (Hogden et al., 2003). However, unlike other approaches, which assumed that \( f \) was either known, approximated using simulations, or learned via a supervised approach, MIMICRI infers \( f \) blindly.

1.1. Blind function inversion

A common problem in signal processing is that unwanted nonlinearities can be introduced by signal transmission or transduction. For example, it has been shown that microphone nonlinearities can negatively affect the performance of speaker recognition systems (Reynolds, 1996), and that compensating for microphone nonlinearities can improve performance in speaker recognition (Quattrerli et al., 2000).

Practical approaches to blind inversion use assumptions about \( x \) to allow the inversion. In an example of the kind of knowledge that can be used to invert nonlinearities, the work of Morris and Clements (2001) shows that a class of memoryless, nonlinear functions applied to speech
signals can be approximately inverted by assuming that all \( x \) belong to the class of autoregressive signals. Levin (2002) also describes a system that can be portrayed as blind nonlinearity inversion for memoryless functions, although Levin views it in a very different light. Continuing our notation, i.e., \( f(x(t)) = y(t) \), Levin transforms \( y \) to a “canonical” signal, \( z \), which is invariant to \( f(.) \), by using a transform that is dependent on \( y \). If we let \( Z \) be the set of all signals that can be output by Levin’s technique, then it is easier to see the connection between Levin’s technique and a blind function inverter. (See Levin’s work for more information about \( Z \).) If we apply Levin’s technique to any signal, \( x \), drawn from \( Z \), then \( x \) will be unchanged. If we take \( x \) and transform it into \( y \) by any memoryless invertible nonlinearity and then apply Levin’s technique to \( y \), the output will be \( x \), so the nonlinearity is inverted. Levin’s technique, therefore, can be thought of as a blind inversion algorithm when the set of input signals is drawn from \( Z \). Since \( Z \) is not a particularly good characterization of speech signals, Levin’s technique is not a blind function inverter for speech signals. Nonetheless, Levin’s technique may be sufficient for finding canonical representations of speech signals, which is, in fact, all that Levin claims.

Bendat (1998) uses information about the probability density function (PDF) of \( x \) to invert memoryless functions. To do the inversion, Bendat transforms \( y \) to \( \hat{x} \) in such a way that the PDF of elements in \( \hat{x} \) matches the PDF of the elements in \( x \). Bendat’s approach was used to improve speaker recognition when the testing segments were subjected to nonlinear transformations (Balchandran and Mammin, 1998).

MIMICRI’s basic assumption – in addition to \( f(.) \) being memoryless – is that \( x \) lies in a linear subspace of the set of all signals. That is, \( x = Cv \), where \( v \in \mathbb{R}^d \) is a column vector, \( d < T \), and \( C \) is a matrix that contains our knowledge about what signals can be produced. To better understand how \( C \) contains our knowledge about \( x \), recall that \( x \) is the weighted sum of the columns of \( C \). One of the many possible examples of this constraint is shown pictorially in Fig. 1. In Fig. 1 we see that the columns of the \( C \) matrix are sine waves. The vector \( v \) comprises three values (the same as the number of columns in \( C \)), and \( x \) is the sum of the sines weighted by the values of \( v \). Although a particular set of values is given for \( v \) in this example (1/6, 1/3, and 1/2), the set of all possible \( x \) values, given the constraints in this \( C \), is constructed by varying \( v \) over all possible real values. In this case, we have chosen \( C \) to fit the assumption that \( x \) can be any signal that is the weighted sum of the sine waves in \( C \). By correctly choosing \( C \), we can characterize many constraints, including the constraint that \( x \) trajectories have all their energy in a particular frequency band.

As discussed further in Section 2.3, MIMICRI does not work with any arbitrary \( C \), but the constraints on \( C \) are very weak.

In contrast to the signals discussed above, which are memoryless mappings from a scalar valued \( x(t) \) to a scalar valued \( y(t) \), the mapping from articulator positions to acoustics is typically thought of as a memoryless mapping from a vector of articulator positions to a vector of acoustic features (Coker, 1976; Fant, 1970; Flanagan, 1972; Maeda, 1979; Markel and Gray, 1976; McGowan, 1987; Mermelstein, 1973; Oppenheim, 1969; Rubin et al., 1981; Schroeder, 1967; Scully, 1979; Wakita, 1973). As discussed in Sections 1.2 and 2.6, MIMICRI’s theory is also applicable to mappings from vector spaces to vector spaces (and finite sets of vectors to finite sets of vectors). Given that MIMICRI can invert mappings from vectors to vectors and that speech signals are produced by articulator motions that are bandlimited (Muller and McLeod, 1982; Nelson, 1977; Nix, 1998), it is reasonable to try to use MIMICRI to invert the mapping from articulation to acoustics. In fact, we show results of doing so in Section 3.

### 1.2. Function inversion as dimensionality reduction

As discussed in Section 2.6, the proof of MIMICRI can be extended to allow \( x(t) \) to be a vector in an \( n \)-dimensional space, \( x(t) \in \mathbb{R}^n \), and \( y(t) \) to be a vector in an \( m \)-dimensional space, \( y(t) \in \mathbb{R}^m \), where \( m \geq n \). The ability to invert such a function makes MIMICRI a dimensionality-reduction technique as well as a function-inversion technique.

Dimensionality-reduction is a first stage in many speech-processing applications. For speech recognition, speaker recognition, and speech compression, speech has often been characterized by 20 or so acoustic parameters, e.g., Mel-cepstra, for each time-window of speech, with about 50 windows per second. These acoustic parameters are a reduced dimensionality representation of the windowed speech but are not known to be optimal for any application. We cannot rule out the possibility that some other

![Fig. 1. One variant of the constraint equation, \( x = Cv \), is shown pictorially here. The unobservable signal, \( x \), shown on the left, is the sum of the columns of the \( C \) matrix (shown as sines) weighted by the values in the vector \( v \), i.e., 1/6, 1/3, and 1/2. By varying the elements of \( v \), we can get all the signals that are possible under this constraint.](image-url)
acoustic parameters may capture more relevant information in fewer parameters. A review of previously cited papers about inverting the articulatory-to-acoustics mapping and papers on modeling speech production (Beaurepaire et al., 2001; Coker, 1976; Gupta and Schroeter, 1993; Hirayama et al., 1992; Kaburagi and Honda, 2001; Perrier et al., 1997; Rubin et al., 1981; Saltzman and Munhall, 1989) suggests that speech production can be sufficiently described using only 8–10 articulators. If this belief is correct, the phonetic information in speech can be captured using about 8–10 parameters, and the mapping from articulation to commonly used acoustic parameters is a mapping from, say, \( R^{10} \) to \( R^{20} \) – a large increase in dimensionality.

The consequences of increasing the dimensionality of a data set can be significant. Since high-dimensional mappings are difficult to visualize, suppose articulation could be represented by one parameter, say the height of the tongue, and acoustics by two parameters. The mapping from articulation to acoustic would then be \( R^1 \) to \( R^2 \). An example of such a mapping is shown in Fig. 2. In this example, articulator positions vary from 0 to 10 and are mapped into the parameters \([y_1(t), y_2(t)]\) using the equations \( y_1(t) = \log(x(t) + 1) \) and \( y_2(t) = x^2(t) \). Note that the mapping does not increase the intrinsic dimensionality of the articulation. Instead, the articulator positions are mapped to a one-dimensional curve embedded in the two-dimensional acoustic space. Conversely, our one-articulator vocal tract cannot make any sounds not on the curve. Similarly, if the mapping from articulation to acoustics is a mapping from \( R^{10} \) to \( R^{20} \), the set of acoustic feature vectors produced by speaking can be represented by a surface “the constraint surface” with no more than 10 intrinsic dimensions embedded in the 20-dimensional acoustic feature space (Kimber, 1994). Any data point that lies off the surface must be the result of acoustic noise.

Suppose we performed a common first step in speech recognition, i.e., estimating PDFs over acoustic space. In the \( R^1 \) to \( R^2 \) example, such an approach would mean trying to estimate the probability of points on a one-dimensional curve using two-dimensional PDFs. Not only would this approach mean that we would have to estimate more PDF parameters when working in the high-dimensional space, but virtually none of the points covered by the two-dimensional PDFs would be on the curve, and, therefore, they would have to be the result of acoustic noise. In high-dimensional acoustic spaces, the PDFs must be largely estimating the probability of the acoustic noise background. As the background noise changes, we should expect a change in the performance of the recognizer.

MIMICRI evolved from a dimensionality-reduction technique (Hogden, 1991, 1995; Hogden et al., 1992, 1996a, 1993). Like other nonlinear dimensionality reduction techniques (Carreira-Perpinan, 2001; Kambhatle and Leen, 1997; Roweis and Saul, 2000; Tenenbaum et al., 2000), MIMICRI is able to find manifolds in high-dimensional spaces. However, dimensionality-reduction algorithms do not typically do function inversion, so the solution obtained by dimensionality-reduction algorithms changes when different nonlinearities are applied to a signal. Since MIMICRI inverts nonlinear functions, MIMICRI should give the same solution (to within an affine transformation) regardless of nonlinear transformations, as long as the assumptions are met. Dimensionality reduction without the ability to invert nonlinear transformations has obvious disadvantages when we need to normalize for nonlinear microphones or for differences between speakers.

1.3. Function inversion as a means to recover contextual information

As mentioned in Section 1.1, a many-to-one \( f(t) \) does not preclude being able to infer \( x \) from \( y \). A simple example makes this clear and introduces the relationship between a many-to-one mapping and the need to use context. Suppose that we have a many-to-one \( f: R \rightarrow R \), such as \( y(t) = f(x(t)) = x(t)^2 \). Given the observable sequence \( y = [1, 4, 9] \), there are eight possible sequences of \( x(t) \) values that could have produced the observable sequence. However, if we know that the domain is restricted such that \( x(t) = x(t - 1) + 1 \), then we can infer that \( x = [1, 3] \). In this case, our prior knowledge and context tell us that \( f^{-1}(9) = 3 \). Note that \( f^{-1}(9) \) does not always equal 3 even given the constraint, because \( y = [9, 4, 1] \) must map to \( x = [-3, -2, -1] \). Therefore, while \( f(x(t)) \) is many-to-one, the mapping from \( x \) to \( y \) is invertible, given the restricted domain. In fact, the constraint is sufficient to infer the value of \( x(3) \) that produced the signal \( y(3) \) in \( y = [1, 4, 9] \). Note that this case provides an example of using context to recover information – one of the tasks that MIMICRI can perform.

In order to use context, we need to know the relationships between data values over time. For example, suppose
that \( y(t) \) is an \( n \)-dimensional vector that is a nonlinear function of the preceding \( d \) vectors. If we know the function, then we can use the preceding observations to predict the next, i.e., we can use context information. However, learning the function can be very difficult without constraints on the problem. If we have to infer the nonlinear function from training data, the difficulty of inferring the function increases rapidly with both \( d \) and \( n \). Furthermore, unless we can restrict the class of functions (exponential? polynomial?) using some prior knowledge, the amount of data required to learn the function can be prohibitive. MIMICRI restricts the class of functions to memoryless functions that transform \( y \) values to \( x \) values where the \( x \) values have a known constraint. MIMICRI’s constraints rule out many functions and will give bad results if the assumptions are incorrect, but the constraints make the problem of inferring the function manageable if the assumptions are correct.

Although we have only mathematically proven that MIMICRI can invert one-to-one mappings, simulations demonstrate that some many-to-one functions can be inverted with MIMICRI’s assumption (Hogden et al., 2003). MIMICRI’s ability to learn a mapping that allows us to use context makes MIMICRI especially applicable for speech processing. It is often strongly asserted, based on theoretical and empirical evidence, that the mapping from articulation to acoustics is many-to-one, implying that we need to be able to use context information. The issue of whether the mapping is many-to-one has been addressed in detail elsewhere (Atal et al., 1978; Boe et al., 1992; Fant, 1970; Flanagan, 1972; Hogden et al., 1996b; Schroeter and Sondhi, 1994; Sondhi and Resnick, 1983). Ultimately, conclusions from empirical tests of whether the mapping is many-to-one are contingent on how different two signals can be and still be considered the same. For example, should two acoustic segments be considered the same if their formant frequencies vary by less than 3 standard deviations (Lindblom et al., 1979); if they are perceived as the same vowel (Perkell et al., 1993); if humans cannot reliably distinguish them (Fowler and Turvey, 1980); if they are clustered into the same category by an acoustic clustering algorithm (Roweis, 1999); or if they are acoustically identical, in which case we never see the same signal twice? If we use a definition of “same” that includes more acoustic signals, then we can reasonably expect more articulator configurations to produce the same signal. Similar problems exist for determining the similarity of articulator positions, since a tiny change in the position of the tongue tip near the roof of the mouth is far more phonetically significant than the same magnitude of movement of the tongue tip well inside the mouth.

While empirical results regarding many-to-one mappings are difficult to interpret unambiguously, we find theoretical arguments for a many-to-one mapping for a few phoneme classes very compelling. For example, Moody (1999) suggests that recovery of articulator positions from acoustics can be achieved with good accuracy for vowels, but, since different stop consonants create segments of silence, the mapping from articulator positions to acoustics is many-to-one for stop-consonant closures. It has also been noted that unvoiced fricatives give little information about articulator positions behind the constriction (Richards et al., 1997), so the mapping from articulation to acoustics for unvoiced fricatives is also likely to be many-to-one or approximately many-to-one, at least for some articulators that are not critical (Papcun et al., 1992).

Lindblom (1996) argues that “‘parsing the signal into its articulatory components seems unnecessary because, if it contains enough distinctive (auditory) information to permit recovery of gestures, it also ought to contain enough (auditory) information to permit lexical access without going by way of articulation. Why make a detour unless articulatory information is richer and more distinctive than acoustic information?” However, Lindblom’s question ignores the difficulty of learning the relationship between data preceding \( t \) and the data at \( t \). As discussed above, we need to learn relationships between observable data values in order to use the context information in the sequence, and prior knowledge can simplify the learning problem tremendously. If we had prior knowledge that told us what constraints are most appropriate for speech acoustic data, then it would make sense to apply the constraints for processing speech acoustics. However, while we know relatively little about acoustic constraints on speech, we know that the articulators are constrained to follow physical laws. The physical laws constrain the relationships between observable data values, thereby simplifying the problem of using context. The ability to use the constraints imposed by physical laws is one reason for detouring to use articulator information. Since MIMICRI allows us to use constraints approximating physical laws (such as the constraint that articulator motions are bandlimited) the use of MIMICRI is an attempt to use the physical laws to make the detour learnable.

2. Mathematical development

As stated above, MIMICRI assumes there is some memoryless function, \( f: \mathbb{R}^d \rightarrow \mathbb{R}^n \), \( f(x(t)) = y(t) \), that converts an unobservable signal, \( x = [x(1), x(2), \ldots, x(T)]' \), to an observable signal, \( y = [y(1), y(2), \ldots, y(T)]' \). MIMICRI’s goal is to find a memoryless, possibly nonlinear function, \( g: \mathbb{R}^n \rightarrow \mathbb{R}^d \), which transforms every observable trajectory \( y \) to

\[
\hat{x} = [g(y(1)), g(y(2)), \ldots, g(y(T))]'
\]

\[ (1) \]

and which approximates, in a reasonable sense, the inverse of \( f \). We prove that we can achieve this goal if we can find a \( g() \) such that there exists, for every possible \( y \) (recall, from Section 1.1, that \( x = C\hat{v} \), so not all \( y \) values are possible) a \( \hat{v} \) for which \( \hat{x} = C\hat{v} \).

If \( g() \) is the true inverse of \( f() \), then \( h \equiv g \circ f \) is the identity mapping, \( h(x) = x \). However, we will be satisfied with proving that \( h(x) \) must be affine. That is,
\[ h(x) = ax + b. \] (2)

Since an affine function is a linear function with an additive constant, we prove that \( h(x) \) is affine by proving that
\[ \tilde{h}(x) = h(x) - h(0) \] (3)
is linear, which implies that \( h(x) \) is affine in general and linear in those cases in which \( h(0) = 0 \).

In Section 2.1, we prove that \( \tilde{h} \) is necessarily linear by showing that
\[ \tilde{h}(z_1 + z_2) = \tilde{h}(z_1) + \tilde{h}(z_2) \] (4)
for all real values of \( z_1 \) and \( z_2 \), i.e., when \( \tilde{h} : R \rightarrow R \). Eq. (4) is known as Cauchy’s functional equation and is discussed in a large body of literature. In particular, functions which satisfy (4) are linear under physically realistic conditions, e.g., if \( \tilde{h}(x) \) is continuous at any point and satisfies (4), it is provably linear (Aczel and Dhombres, 1989). Furthermore, the proof that Cauchy’s functional equation implies linearity does not hold just for cases in which the values of \( z_1 \) and \( z_2 \) are real, but extends to many classes of values. While we have not taken the step of clearly delineating all the cases in which our result holds, it is of particular interest that the results can be extended to cases in which the elements of \( x \) are themselves vectors, as in the case in which \( x(t) \) comprises measurements of different signals, all of which are bandlimited although not necessarily with the same pass-band.

Our proof that \( \tilde{h}(x) \) is necessarily affine does not take into account all of the equations implicit in our assumptions. Unfortunately, using the additional equations does not further constrain the class of \( h(x) \). We show in Section 2.2 that any affine \( h(x) \) will meet the assumptions, so we can only invert \( f(x) \) to within an affine transformation.

Our proof does not hold for all \( C \), so, in Section 2.3, we discuss the constraints on \( C \). The constraints are weak and are unlikely to be of practical concern. While the proof places very minimal constraints on \( h(x) \) that \( h(x) \) is continuous at some point – we can only prove that we have inverted \( f(x) \) if we have an infinite amount of data – the \( f(x) \) values for every \( v \). In any realistic setting, we can expect that \( f(x) \) is at least piecewise continuous with a relatively small number of discontinuities and, therefore, can be inverted by a function with the same qualities. If we know more about \( f(x) \), it is reasonable to expect that we will need less data to infer \( f(x) \). Thus, in Section 2.4, we discuss how much data is likely to be required for realistic problems. Finding a \( g(x) \) that meets the requirements of the proof can be done without understanding the proof. Those who wish to implement MIMICRI can find an algorithm in Section 2.7.

2.1. Proof that \( h(x) \) is necessarily affine

Assume the columns of \( C \) are orthogonal so that:
\[ CC = I \] and \( I \) is the identity matrix.

If not, then replace \( C \) by a matrix whose columns form an orthogonal basis for the column space of \( C \). Replacing \( C \) by an orthogonal matrix with the same column space changes the values of \( v \) used to get \( x \) values, but can always be done and does not affect the generality of our argument. Call the number of columns in \( C \) (which is also the dimensionality of \( v \) by construction, the rank of \( C \) is equal to the number of columns, and the number of columns is less than the number of rows. Since the dimensionality of the row space is equal to the dimensionality of the column space (Strang, 1980), \( C \) must have \( d \) linearly independent rows and \( T-d \) rows that are linear combinations of the other rows. Put simply, \( C \) is a matrix with more rows than columns, and such matrices have some rows that are linear combinations of others.

Find a set of linearly independent rows of \( C \) that form a basis of the row space and call the set of indices for those rows \( I \). (Note that \( I \), not \( I \), is being used as the identity matrix.) Let \( F \) be the set of row indices not in \( I \). All rows with indices that are in \( F \) can be written as linear combinations of rows with indices in \( I \), therefore, letting \( r \) be an index in \( F \), we write the element in row \( r \), column \( j \) of \( C \) as:
\[ c_{rj} = \sum_{i \in I} \alpha_{ri} c_{ij}. \] (6)
The dot product of row \( r \) of \( C \) with \( v \) gives \( x(r) \), therefore:
\[ x(r) = \sum_{j} c_{rj} v_j \] (7)
where \( v_j \) is the \( j \)-th element of \( v \). Substituting (6) into (7) and manipulating gives:
\[ x(r) = \sum_{i \in I} \sum_{j \in I} \alpha_{ri} c_{ij} = \sum_{i \in I} \sum_{j \in I} \alpha_{ri} c_{ij} = \sum_{i \in I} \alpha_{ri} x(i). \] (8)

Since \( \dot{x} \) is also the product of \( C \) and a vector, (8) must also hold for \( \dot{x} \). So we can conclude that
\[ \dot{x}(r) = \sum_{i \in I} \alpha_{ri} \dot{x}(i). \] (9)
Having already defined the function \( h(x) = g \circ f \), we note that:
\[ \dot{x}(i) = g(y(x(i))) = g(f(x(i))) = g \circ f(x(i)) = h(x(i)), \] (10)
which can be substituted into the right-hand side of (9) to get:
\[ \dot{x}(r) = \sum_{i \in I} \alpha_{ri} h(x(i)). \] (11)
Substituting (10) into the left-hand side of (11) gives:
\[ h(x(r)) = \sum_{i \in I} \alpha_{ri} h(x(i)). \] (12)
Substituting (8) into the left side of (12) gives:
\[ h \left( \sum_{i \in I} \alpha_{ri} x(i) \right) = \sum_{i \in I} \alpha_{ri} h(x(i)). \] (13)
Eq. (13) is actually \( T-d \) equations – one equation for each \( r \in F \). This fact is used in Section 2.4, but only one value of
r, i.e., one of the $T$-$d$ equations, is needed to complete the proof. Furthermore, if we find a g(s) such that $\hat{x}$ is in the column space of $C$ for every $x$, then (13) is true for all real values of $x(i), i \in I$.

Since (13) is true for all values of $x(i)$, it must be true for $x(i) = 0$ for all $i$, producing the equation:

$$h(0) = \sum_{i \in I} a_i h(0) = h(0) \sum_{i \in I} a_i. \quad (14)$$

From (14) we can conclude that if there exists one $r \in F$ for which $\sum_{i \in I} a_i \neq 0$, then $h(0)$ must be zero. Given this fact, it might seem unlikely that we would see a case in which $h(0) \neq 0$, but there is an important class of signals for which $h(0) \neq 0$. Suppose we want to define a class of signals with a component at 0 Hz. To create signals in this class, we could set every entry in one column of $C$ to the same value, i.e., $c_{ij} = c_{ij} \neq 0$ for all $r$ and $k$ and for one $j$. In this case, (6) gives $c_{ij} = c_{ij} \sum_{r \in I} a_r$, which implies that $\sum_{i \in I} a_i = 1$ for all $r \in F$. So, if $x$ can have a frequency component at 0 Hz, then $h(0) \neq 0$.

To prove (4), find an expression for $h(z_1)$ for all real $z_1$. Let $p$ be a value for which $x_p \neq 0$ and let $I^p$ be the set $I$ with $p$ removed. The definition in (3) allows us to write:

$$\hat{h} \left( \sum_{i \in I} a_{ix(i)} \right) = h \left( \sum_{i \in I} a_{ix(i)} \right) - h(0). \quad (15)$$

Substituting the values $x(p) = \frac{z_1}{x_p}$ and $x(i) = 0 \forall i \in I^p$ into (15) gives:

$$\hat{h}(z_1) = h \left( \frac{z_1}{x_p} a_{x_p} + \sum_{i \in I^p} a_{ix(i)} \right) - h(0). \quad (16)$$

Applying (13), which holds for all $x(i)$, to the right-hand side of (16) gives:

$$\hat{h}(z_1) = a_p h \left( \frac{z_1}{x_p} \right) + \sum_{i \in I^p} a_i h(0) - h(0) = a_p h \left( \frac{z_1}{x_p} \right) + h(0) \left( \sum_{i \in I^p} a_i - a_p - 1 \right). \quad (17)$$

Similarly, let $q \neq p$ be a value for which $x_q \neq 0$. (We require that at least one $r \in F$ has two or more values of $j$ for which $a_{ij} \neq 0$; see Section 2.3) Let $I^q$ be the set $I$ with $q$ removed. Use the particular choice $x(q) = \frac{z_2}{x_q}$ and $x(i) = 0 \forall i \in I^q$ to derive:

$$\hat{h}(z_2) = a_q h \left( \frac{z_2}{x_q} \right) + h(0) \left( \sum_{i \in I^q} a_i - a_q - 1 \right). \quad (18)$$

To find an expression for $\hat{h}(z_1 + z_2)$, let $I^{pq}$ be the set $I$ without $p$ and $q$ and choose the values $x(p) = \frac{z_1}{x_p}, x(q) = \frac{z_2}{x_q}$, and $x(i) = 0 \forall i \in I^{pq}$. This approach produces the equation

$$\hat{h}(z_1 + z_2) = a_p h \left( \frac{z_1}{x_p} \right) + a_q h \left( \frac{z_2}{x_q} \right) + h(0) \left( \sum_{i \in I^{pq}} a_i - a_p - a_q - 1 \right). \quad (19)$$

If one recalls that (14) implies that $h(0) = 0$ if $\sum_{i \in I} a_i \neq 1$, it is a simple matter to show that adding (17) and (18) gives (19) regardless of the value of $\sum_{i \in I} a_i$. This step completes the proof that $\hat{h}(z_1 + z_2) = \hat{h}(z_1) + \hat{h}(z_2)$, implying that $h(x)$ is affine in general and linear in the special case where $h(0) = 0$.

2.2. No additional information can be inferred about $h(\cdot)$

Recall that (13) is actually several equations. If $f(\cdot)$ is invertible, then there is at least one solution to all of the equations shown in (13) because setting $g = f^{-1}$ will make $h(\cdot)$ be the identity transform, which is clearly a solution. We have proven that $h(\cdot)$ must be affine by only considering one of these equations, but it might be hoped that requiring $g(\cdot)$ to satisfy all of these equations might restrict $h(\cdot)$ to a smaller class of functions. Unfortunately, even given an infinite amount of data, this is not the case. Let $h(x) = ax + b$. Substituting this general affine equation into (1) gives:

$$\hat{x} = \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_T \end{bmatrix} = C \hat{v} + b = C a \hat{v} + b. \quad (20)$$

If $b$ is 0, then it is clear that $\hat{x} = C \hat{v}$ with $\hat{v} = av$, which is the constraint we are trying to meet. If $b$ is not 0, as in the case in which $C$ has a column, $j$, for which $c_{ij} = c_{kj}$ for all $r$ and $k$, then the $b$ value added to each row of $C a \hat{v}$ to get $\hat{x}$ can be constructed by multiplying $C$ by a special vector with its $j$th element being $b/c_{ij}$ and the other elements all being 0. In this case, $\hat{v}$ would be $av$ plus this special vector.

2.3. The proof does not hold for all $C$

The discussion following (17) indicates that there exist values of $C$ for which we cannot guarantee that $h(x)$ is linear or affine. For example, if, for each $r \in F$ and for each $j$, $a_{ij} = 0$, then we cannot guarantee linearity. However, these conditions are contrary to our assumption that $C$ has fewer columns than rows, because such a $C$ would have as many non-zero rows as it has non-zero columns. If $a_{ij} = 0$ for all $j$ and all $r \in F$ except for one $[r,j]$ pair, then $h(x)$ can be shown to be homogeneous but cannot, in general, be shown to be linear. With additional constraints, it may be possible to prove that a homogeneous equation is linear (Maxson and Meyer, 2001), but such work is not pursued here. Thus, our proof holds for cases in which, for at least one $r \in F$, there are two or more values of $j$ for which $a_{ij} \neq 0$. We have not ruled out the possibility that choosing
different rows of $C$ to act as the basis for the rest of the rows, or using a different set of basis vectors for the column space of $C$ will alleviate this problem. Perhaps future work will clarify this issue. Until then, we can only conclude that the proof holds under the conditions stated above. Nonetheless, the proof is very general and will hold for most values of $C$ encountered in practical applications.

2.4. Solutions can be found even with small data sets

In general, we expect to know more about $f(l)$ than the fact that it is continuous at one point. In some cases, we can use that knowledge to invert $f(l)$ without requiring an infinite amount of data. We provide a concrete, albeit somewhat contrived, example to make the point that an infinite amount of data is not necessary for function inversion given sufficient prior information about $f(l)$. Let

$$C = \begin{pmatrix} 1 & 1 \\ -1 & 1 \\ 0 & 2 \end{pmatrix}.$$  \hspace{1cm} (21)

In this case, $\alpha_{31} = 1$ and $\alpha_{32} = 1$, i.e., the third row of $C$ is the sum of 1 times the first row and 1 times the second row. This fact implies that $x_3 = x_1 + x_2$ for all $v$. Now suppose we know that $f(x) = x^2$ for a real but unknown $b$. We can try to find an inverse of the same form, e.g., $g(y) = y^2$. If we observe the data $y = [1 \ 8 \ 27]$, then we know that we have found the $g()$ that inverts $f()$ when we find a real $c$ for which $x_3 = x_1 + x_2$, that is, $1^c + 8^c = 27^c$. There is only one solution to this equation, so we would conclude, from one $y$, that $b$ is 3, $c$ is 1/3, and $x = [1 \ 2 \ 3]$. The $T-d$ equations of (13) are helpful when the amount of data is finite. Assume, without loss of generality, that the $d$ linearly independent rows of $C$ are indexed by values from 1 to $d$, leaving the remaining $T-d$ rows as linear combinations of the first rows. This approach allows us to rewrite (13) as:

$$\begin{bmatrix} g(y_{d+1}) \\ g(y_{d+2}) \\ \vdots \\ g(y_T) \end{bmatrix} = \begin{bmatrix} \alpha_{d+1,1} & \alpha_{d+1,2} & \cdots & \alpha_{d+1,d} \\ \alpha_{d+2,1} & \alpha_{d+2,2} & \cdots & \alpha_{d+2,d} \\ \vdots & \vdots & \ddots & \vdots \\ \alpha_{T,1} & \alpha_{T,2} & \cdots & \alpha_{T,d} \end{bmatrix} \begin{bmatrix} g(y_1) \\ g(y_2) \\ \vdots \\ g(y_d) \end{bmatrix} = A \begin{bmatrix} g(y_1) \\ g(y_2) \\ \vdots \\ g(y_d) \end{bmatrix}.$$  \hspace{1cm} (22)

Consideration of (22) reveals that we can sometimes find $g()$ for $y$ values present in the data even when we cannot find $g()$ for every $y$. Another example clarifies this point. Let

$$C = \begin{pmatrix} 1 & 1 \\ -1 & 1 \\ 7 & -1 \\ 3 & 1 \\ -3 & 3 \end{pmatrix}, \hspace{1cm} v = \begin{bmatrix} 1 \\ 3 \end{bmatrix}, \hspace{1cm} x = \begin{bmatrix} 4 \\ 6 \end{bmatrix}, \hspace{1cm} y = \begin{bmatrix} 1/4 \\ 1/6 \end{bmatrix}.$$  \hspace{1cm} (23)

Typically, $x$ and $v$ need to be inferred. We would only expect to be given $C$ and $y$. We give $x$ and $r$ merely for comparison to the solution obtained using (22). Since $x$ contains only values chosen from the set $[2, 4, 6]$, we cannot expect to find $g()$ for every $x$ value from such limited data.

The first two rows of $C$ are linearly independent and, therefore, can be used to construct the third through fifth rows. As described above, $A$ tells us how to construct the third through sixth rows of $C$ from the first two rows of $C$. We find the first row of $A$ by noting that the third row of $C$ is 3 times the first row of $C$ minus 4 times the second row. Similarly, the second row of $A$ tells us that the fourth row of $C$ is 2 times the second row of $C$ minus the first row of $C$. Continuing this procedure we get:

$$A = \begin{bmatrix} 3 & -4 \\ 2 & -1 \\ 0 & 3 \end{bmatrix}.$$  \hspace{1cm} (24)

As described in the discussion of (14), we know that $h(0) = 0$ because the elements in the third row of $A$ do not sum to one. Thus, we expect to be able to recover $x$ to within a linear transformation. Writing our example in the form of (22), we get:

$$\begin{bmatrix} g(1/4) \\ g(1/6) \end{bmatrix} = \begin{bmatrix} 3 & -4 \\ 2 & -1 \end{bmatrix} \begin{bmatrix} g(1/4) \\ g(1/2) \end{bmatrix}. \hspace{1cm} (25)$$

The equation in the third row of (25) gives $g(1/6) = 3g(1/2)$, which can be plugged back in to (25) to get $g(1/4) = 2g(1/2)$. This gives

$$\begin{bmatrix} \hat{x}(1) \\ \hat{x}(2) \\ \hat{x}(3) \\ \hat{x}(4) \\ \hat{x}(5) \end{bmatrix} = \begin{bmatrix} g(1/4) \\ g(1/2) \\ g(1/4) \\ g(1/6) \\ g(1/6) \end{bmatrix} = \begin{bmatrix} 2 \\ 1 \\ 2 \\ 3 \\ 3 \end{bmatrix}.$$  \hspace{1cm} (26)

As expected, $\hat{x}$ is a scalar multiple of $x$. We could also solve the problem by setting the two equations for $g(1/6)$ equal to each other.

2.5. Some consequences of many-to-one mappings

The preceding example can be modified slightly to explore a many-to-one mapping. Let

$$C = \begin{pmatrix} 1 & 1 \\ -1 & 1 \\ 7 & -1 \\ 3 & 1 \\ 5 & 1 \end{pmatrix}, \hspace{1cm} r = \begin{bmatrix} 1 \\ 3 \end{bmatrix}, \hspace{1cm} x = \begin{bmatrix} 4 \\ 6 \end{bmatrix}, \hspace{1cm} y = \begin{bmatrix} 1/4 \\ 1/6 \end{bmatrix}.$$  \hspace{1cm} (27)

The only differences between (23) and (27) are that the last row of $C$ has been changed – and as a result, the last row of $x$ changed. Note that the last row of $y$ did not change. In
this example, both $x = 6$ and $x = 8$ map to $y = 1/6$, giving a many-to-one mapping. The last row of $A$ necessarily changes, so we now have:

$$
\begin{bmatrix}
g(1/4) \\
g(1/6) \\
g(1/6)
\end{bmatrix} =
\begin{bmatrix}
3 & -4 \\
2 & -1 \\
3 & -2
\end{bmatrix}
\begin{bmatrix}
g(1/4) \\
g(1/2)
\end{bmatrix}.
$$

(28)

The discussion is simplified by changing (28) to:

$$
\begin{bmatrix}
\hat{x}(3) \\
\hat{x}(4) \\
\hat{x}(5)
\end{bmatrix} =
\begin{bmatrix}
3 & -4 \\
2 & -1 \\
3 & -2
\end{bmatrix}
\begin{bmatrix}
\hat{x}(1)
\end{bmatrix}.
$$

(29)

If we set $\hat{x}(1) = \hat{x}(3)$, since they are both equal to $g(1/4)$, we conclude that $\hat{x}(1) = \hat{x}(3) = 2\hat{x}(2)$, that $\hat{x}(4) = 3\hat{x}(2)$, and that $\hat{x}(5) = 4\hat{x}(2)$. This solution correctly recovers $x$ to within a linear transformation; however, ignoring the trivial solution $\hat{x} = 0$, $\hat{x}(4) \neq \hat{x}(5)$ even though both are equal to $g(1/6)$. Alternately, set $\hat{x}(4) = \hat{x}(5)$, which leads to the conclusion that $\hat{x}(1) = \hat{x}(2) = \hat{x}(4) = \hat{x}(5) = -\hat{x}(3)$. In this case, $\hat{x}(1) \neq \hat{x}(3)$ despite the fact that both are equal to $g(1/4)$. Thus, if $g()$ is constrained to be one-to-one, (29) gives a set of equations whose only exact solution is $\hat{x} = 0$.

Least squares and maximum likelihood techniques can be used to find a nontrivial (nonzero) solution. For example, we can find a nonzero least squares solution by minimizing the error function:

$$
E = (\hat{x}(1) - \hat{x}(3))^2 + (\hat{x}(4) - \hat{x}(5))^2
$$

subject to the constraints of Eq. (29) and subject to the requirement that the solution be nonzero, e.g.,

$$
\hat{x}(1)^2 + \hat{x}(2)^2 = 1.
$$

(31)

The solution, in this case, is $\hat{x}(1) \cong 0.81$ and $\hat{x}(2) \cong 0.47$.

For real world data, many-to-one mappings are the rule, not the exception. Consider the mapping from articulation to acoustics. We cannot expect a speaker to use exactly the same articulator position twice. Furthermore, since there will always be some noise in the data, we cannot expect to see exactly the same acoustic signal twice. Without replicated acoustic values, we cannot solve for $\hat{x}$. To get around this problem, we can quantize (or vector quantize) the acoustics to force the quantized acoustics to have repeated values, but in doing so, we create many-to-one mappings.

2.6. A generalization to multidimensional problems

The proof we have provided is very general, but stating it in its most general way is beyond the scope of this paper and risks obscuring the simplicity of the idea. Nonetheless, there is one particular generalization that is worth discussing here, since it is important for dimensionality reduction problems and problems involving recovering articulator positions from acoustics. Consider the case in which each element in $x$ is a vector of real values instead of a single real value. A minimal departure from our previous problem is to let the constraint be:

$$
\begin{bmatrix}
x_1(1) & x_1(2) & \ldots & x_1(n) \\
x_2(1) & x_2(2) & \ldots & x_2(n) \\
\vdots & \vdots & \ddots & \vdots \\
x_m(1) & x_m(2) & \ldots & x_m(n)
\end{bmatrix} =
C
\begin{bmatrix}
y_{v1} \\
y_{v2} \\
\vdots \\
y_{vn}
\end{bmatrix},
$$

(32)

where $x(t) = [x_1(t) \ x_2(t) \ \ldots \ x_m(t)]$ and $f(x(t)) : \mathbb{R}^n \rightarrow \mathbb{R}^m$.

$$
f(x(t)) = [y_1(t) \ y_2(t) \ \ldots \ y_m(t)].
$$

(33)

For this statement to make sense, $g(y) : \mathbb{R}^n \rightarrow \mathbb{R}^n$ and $h(x) : \mathbb{R}^n \rightarrow \mathbb{R}^d$. As before, it can be proven that $h(x)$ is affine, which in this case means that $\hat{x} = h(x) = xa + b$.

(34)

The only difference between (34) and (2) is that $a$, $x$, and $\hat{x}$ are now matrices, and $b$ is a vector.

The proof for the multidimensional case is nearly the same as the proof given in Section 2.1. Since vector addition and multiplication follow nearly the same rules as scalars, no major changes to the proof are necessary.

2.7. An algorithm for finding the MIMICRI mapping

In this section we give a computational approach for finding $g$ — which is the goal of MIMICRI. Many of the variables used in this section are defined in the comments immediately preceding Section 2.1. The solution we present assumes that the values of $x(t)$ are quantized and uses a least squares algorithm, as suggested in Section 2.5. In practical problems, we need to learn $g()$ from a finite number of observable sequences, and the sequences are not necessarily all the same length. To accommodate these considerations, we introduce some additional notation. Assume we have a collection of sequences of observable $y$ values in which each sequence can have a different number of elements. The number of elements in sequence $i$ is $T_i$. We write sequence $i$ as:

$$
y_i = [y_i(1), y_i(2), \ldots, y_i(T_i)].
$$

(35)

Since $C$ must have the same number of rows as $y_n$, $C$ will vary by the sequence length. We use $C_i$ to denote the matrix corresponding to sequence $i$. We also generalize (5) to:

$$
C_i C_i^T = I.
$$

(36)

With the new notation, the goal of the algorithm is to find $g()$ such that:

$$
\hat{x}_i = C_i \tilde{y}_i, \quad \forall i
$$

(37)

The elements of the $y$ sequences are assumed to be quantized, and so they are restricted to a finite set of values, i.e., $y_i(t) \in \{ a_1, a_2, \ldots, a_Q \}$.

(38)
Since the $y(t)$ values are selected from a finite set, the $\hat{x}_i(t)$ are also limited. Specifically:

$$\hat{x}_i(t) \in \{ g(a_1), g(a_2), \ldots, g(a_Q) \}. \quad (39)$$

We collect the possible values of $\hat{x}_i(t)$ in a vector:

$$\mu = [g(a_1), g(a_2), \ldots, g(a_Q)]'. \quad (40)$$

This lets us write every possible $\hat{x}_i$ as:

$$\hat{x}_i = S_i' \mu \quad (41)$$

where the $S_i$ selects the component of $\mu$ to insert into each position in $\hat{x}_i$. That is, create a matrix,

$$S_i = \begin{bmatrix} s_{i11} & s_{i12} & \cdots & s_{i1Q} \\ s_{i21} & s_{i22} & \cdots & s_{i2Q} \\ \vdots & \vdots & \ddots & \vdots \\ s_{i71} & s_{i72} & \cdots & s_{i7Q} \end{bmatrix}, \quad (42)$$

in which

$$s_{ijk} = \begin{cases} 1 & \text{if } y_i(j) = a_k \\ 0 & \text{otherwise} \end{cases}. \quad (43)$$

With the definitions given above, we can set about finding $\mu$ (which, for our purposes, gives us $g$) to meet our constraint as closely as possible. If the constraints shown in (36) and (37) were met exactly, then:

$$C_i' \hat{x}_i = C_i' C_i \nu_i = \nu_i, \quad (44)$$

$$C_i' \hat{x}_i = C_i' \nu_i = \hat{x}_i, \quad (45)$$

and

$$C_i' C_i S_i' \mu = S_i' \mu. \quad (46)$$

Eq. (46) suggests a least squares problem in which we minimize the squared length (indicated by the vertical bars) of the difference between the right and left side of (46), i.e.:

$$E = \sum_i |C_i' C_i' S_i' \mu - S_i' \mu|^2. \quad (47)$$

For generality, we give the solution for the multidimensional problem, in which $\hat{x}_i(t)$ and the elements of $\mu$ are row vectors. To ensure that the dimensionality of the solution is the same as the number of columns in $\mu$, we restrict the possible solutions to those in which the columns of $\mu$ are orthogonal and all have length one. In multiple dimensions, (47) can be written:

$$E = \text{trace} \left[ \sum_i (C_i' C_i S_i' \mu - S_i' \mu) (C_i' C_i S_i' \mu - S_i' \mu) \right]$$

$$= \text{trace} \left[ \sum_i \mu_S (S_i' S_i - S_i' C_i' C_i S_i) \mu \right]. \quad (48)$$

It has been reported that the solution to quadratic problems of this form is well known (Edelman et al., 1998) and that the columns of $\mu$ are the eigenvectors of $\sum_i (S_i' S_i - S_i' C_i' C_i S_i)$ associated with the smallest eigenvalues. We note that

$$E = \sum_i \mu_i \left[ \sum_i (S_i' S_i - S_i' C_i' C_i S_i) \right] \mu,$$

where $\mu_i$ is a column of $\mu$, and that, $\mu_i' \mu_i = 1$. This fact implies that each term in (49) is a Rayleigh quotient (Strang, 1980) that is minimized by setting each $\mu_i$ to an eigenvector of $\sum_i (S_i' S_i - S_i' C_i' C_i S_i)$ with the smallest eigenvalue possible. The eigenvectors associated with the smallest eigenvalues meet our requirements of being mutually orthogonal, having length 1, and minimizing the error.

The matrices $\sum_i S_i' S_i$ and $\sum_i S_i' C_i'$ can be found without explicit multiplication:

$$\sum_i S_i' S_i = \begin{bmatrix} n_1 & 0 & 0 \\ 0 & n_2 & 0 \\ 0 & 0 & \ddots \end{bmatrix} \quad (50)$$

where $n_i$ is the number of occurrences of $a_i$.

To find $C C'$, create a matrix, $M$, the same size as $C C'$, but set every element to 0. Starting with $i = 1$, let $j$ index the column in row $i$ of $S$ that has a value of 1. (Recall that there is only one nonzero value in every row of $S$.) Add column $i$ of $C'$ to column $j$ of $M$. After repeating this process for all $i$, $M = C C'$.

When the column space of $C$ contains the vector with all elements equal – such as when we allow the unobservable signals to have energy at 0 Hz – then there is a degenerate solution that will generally show up as the eigenvector associated with the smallest eigenvalue. The solution is to map every $a_i$ to the same value. In this case, the error will be 0 for that solution (which is why it will generally be the eigenvector associated with the smallest eigenvalue). The solution is degenerate in that all it does is add an arbitrary 0 Hz component to the signal, which has no information content. In such cases, the smallest eigenvector needs to be discarded, and the eigenvectors associated with the next smallest eigenvalues should be used instead.

3. Learning the mapping from acoustics to articulator positions

The previous sections have argued that the ability to map blindly from speech acoustics to articulator positions may create a representation of speech that is more robust to microphone and speaker differences, requires fewer dimensions to capture the same amount of information, and aids in using context to infer missing data. In this section we bolster the idea that such a transformation can be found by using MIMICRI on a set of human data. This study builds on previous work showing that the mapping from acoustics to articulator positions can be learned (for some data sets) using a simple supervised learning algorithm (Hogden et al., 1996b). We extend the previous work by showing that MIMICRI, an unsupervised algorithm, can also learn the mapping, albeit only to within an affine transformation.
The final result of this work is a comparison of the accuracy of MIMICRI articulator position estimates to the accuracy of positions estimated using a supervised learning algorithm. To the extent that MIMICRI estimates articulator positions as accurately as the supervised approach, we conclude that MIMICRI is doing well. It is important, therefore, not to give MIMICRI any advantage that the supervised approach does not have. To ensure that our conclusions are conservative, we give a very slight advantage to the supervised algorithm by estimating some parameters to optimize the supervised algorithm, not MIMICRI. Even ignoring the possible advantage of the supervised approach, our conclusion is that MIMICRI performs nearly as well as supervised learning.

Recall that our claim is only that MIMICRI can recover articulator positions to within an affine transformation. For applications such as speaker-dependent speech recognition, it would not be necessary to transform the MIMICRI estimates to articulator positions, just as it is not necessary to transform Mel-cepstra to articulator positions before using them. Nonetheless, to test our claim, we find the affine transformation that makes the MIMICRI-derived features best match articulator positions, and then calculate correlation coefficients. These testing steps are accomplished using multiple regression, which gives us a way to estimate the error of the correlations. While multiple regression is a type of supervised learning, it is extremely uncommon for researchers to calculate error bars around multiple correlation coefficients by dividing the data into multiple training and testing sets. We follow the standard statistical approach of testing for a linear relationship instead of dividing the data into training and testing sets.

3.1. Data

The data consist of simultaneously collected acoustic and articulator measurements of utterances produced by a Swedish speaker. Each utterance contains a vowel-to-vowel transition spoken in a /g/ context, e.g., /guog/. The vowels in the utterances are {i/, e/, /e/, /a/, /o/, /u/, /s/} and the three Swedish, front-rounded vowels (/u/, /y/, /ø/). The speaker produced each transition from one vowel to a different vowel resulting in 90 utterances in a first set. The process was repeated to create three sets of 90 utterances each. The sound pressure versus time waveforms for the utterances were used to find the beginning and end-points of the utterances. Low-amplitude portions of the signals at the beginning and end of the utterances were included, but we avoided using acoustic samples during the nearly silent portion of the /g/ production in which the vocal tract is closed (also called the /g/ closure). So the utterances included /g/ releases, vowels, and transitions to /g/ closures, but very little information from /g/ closures.

Articulator positions were measured using the Haskins Laboratories EMMA system (Perrell et al., 1992; Whalen et al., 1990). The x and y coordinates of each coil were measured 625 times per second with 12 bit accuracy. One coil was placed on the upper incisors and one on the bridge of the nose to be used as a fixed reference frame. Four EMMA receiver coils were placed on the tongue. We refer to these receiver coils (from back of the tongue to front) as the tongue rear (TR), tongue body (TB), tongue dorsum (TD), and tongue tip (TT) coils. One receiver coil, placed on the lower incisors to capture jaw movement, is called the JA coil. Coils were also placed on the upper lip (UL) and lower lip (LL). The coil positions measured at each time were rotated and translated as needed to ensure that the reference coils were in the same positions in each frame and to force the x-axis to lie on the occlusal plane. Receiver coils placed on the lips and jaw have an estimated accuracy of ±0.5 mm, and coils placed on the tongue have an estimated accuracy of ±1.0 mm.

Fig. 3 shows the power (the variance) in the articulator trajectories after low-pass filtering using various cut-off frequencies. For example, the points on the curves at 5 Hz show the variance in the EMMA coil positions after removing frequency components above 5 Hz. The difference between the total power in the signal (i.e. the variance before filtering) and the power in the signal low-passed to 20 Hz would not be discernable on the plot. As can be seen, the articulator trajectories have little power above 5 Hz. We used an approach here that is unlike our previous work. In our previous work, the articulator positions were low-pass filtered to 15 Hz before further processing. In this
study, the articulator trajectories are not filtered before being compared to the estimated articulator positions.

Smooth spectra were calculated from the speech acoustics exactly as in Hogden et al. (1996b). We give a brief description of the signal processing used to calculate smoothed spectra here, and refer the reader to the Hogden et al. paper for more details. To calculate the smoothed spectra, the speech acoustics were filtered to remove frequencies above 10 kHz, pre-emphasized using a fixed filter, and then sampled at 20 kHz with 12 bits/sample precision. Hammig windows (25.6 ms) were positioned over the speech, centered at each time an articulator position sample was taken. The speech windows were used to calculate 32 cepstrum coefficients, which were then used to calculate a smoothed spectrum approximating the transfer function of the vocal tract. The transfer function was only estimated for frequencies below 5 kHz. The smoothed spectra were normalized by setting the total energy of each slice to 1.

Note that by using cepstrum analysis, we are attempting to remove the glottal source characteristics from the spectra. We do this because vocal-fold motions have high-frequency components, and so do not meet the smoothness constraint assumed by MIMICRI.

The resulting spectral slices were vector quantized so that each spectral slice was represented by a vector quantization (VQ) codeword. Results obtained using various numbers of VQ codewords are described below. A standard LBG algorithm was used in this work (Gray, 1984) – an approach unlike our earlier work, which used frequency-sensitive vector quantization (Ahalt et al., 1990).

3.2. Time alignment

Even though MIMICRI attempts to learn the mapping between acoustics and articulation using only acoustic data, we need to be able to compare the MIMICRI articulator estimates to the measured articulator positions in order to evaluate how well the mapping is learned. As noted in the previous work (Hogden et al., 1996b), the acoustics and articulator measurements may not be perfectly time aligned, or it may be that acoustics at time \( t + d \) best predict articulator positions at time \( t \). Thus we need to know which delay, \( d \), gives the best time alignment. As discussed below, we find the time delay by using a supervised algorithm to learn the mapping between acoustics and articulation at varying time delays. We then choose the delay that gives reconstructed articulator trajectories that best match the measured trajectories.

The supervised learning algorithm simply creates a look-up table mapping each acoustic VQ codeword to an articulator configuration. As such, it is capable of learning extremely complex nonlinear mappings. Similar look-up tables have been used in the previously cited work on inverting the articulation-to-acoustics mapping. The process used to create the look-up table is the same as that in (Hogden et al., 1996b) – for each VQ codeword, find the average of the articulator configurations that occur at the same time (with the time delay) as the VQ codeword. Articulator trajectories are reconstructed from quantized acoustics by replacing each VQ codeword in a quantized acoustic signal with the mean articulator configuration given in the codebook and then low-pass filtering the results. We report results obtained using 1024 VQ code- words, since these results will be compared to MIMICRI in Section 3.4.

The results of the supervised learning are not intended to suggest how well the supervised learning algorithm would generalize to other data sets. For the supervised algorithm, using more VQ codewords will give a more accurate articulator trajectory estimation for data in the training set. In the extreme, if we use one VQ codeword for every acoustic signal, we will get nearly 100% correlation between estimated and actual articulator trajectories (the only differences being the result of filtering the estimated trajectories). We would not expect the nearly perfect results to generalize to a test set. We restrict our use of the supervised results to determining the relative time offset and to showing the best results we could expect from MIMICRI (as discussed in Section 3.4). Estimating the generalization performance of the supervised learning algorithm is not pursued here. However, since we are choosing the time-delay parameter to optimize results for the supervised learning, not MIMICRI, we may be overestimating the advantage that the supervised approach has over MIMICRI. Any advantage gained by the supervised approach will make MIMICRI appear to perform worse by comparison and will only give us a more conservative estimate of how well MIMICRI works.

Correlations between measured articulator trajectories and reconstructed trajectories for various delays and cut-off frequencies are shown in Fig. 4. We use delays that are multiples of the sampling period, 1.6 ms. The correlations are calculated over all articulator measurements. For example, given a sequence of measured tongue body \( x(\text{TBy}) \) positions, \( x(t) \), a sequence of estimated TBx positions, \( \hat{x}(t) \), a sequence of measured TBx positions of the tongue body, \( y(t) \), and the estimated TBx positions, \( \hat{y}(t) \), and the means of the sequences, \( \mu_x \), \( \mu_y \), \( \mu_x \), and \( \mu_y \), respectively, we calculate the overall correlation, \( r \), using the equation:

\[
    r = \frac{\sum_{t}[(x(t) - \mu_x)(\hat{x}(t+d) - \mu_x) + (y(t) - \mu_y)(\hat{y}(t+d) - \mu_y)]}{\sqrt{\sum_{t}[(x(t) - \mu_x)^2 + (y(t) - \mu_y)^2][(\hat{x}(t+d) - \mu_x)^2 + (\hat{y}(t+d) - \mu_y)^2]}}
\]

(51)

Eq. (51) is only one of many possible ways to combine the correlations calculated over all articulators into one number. We do not know of any objective criterion for choosing one method over another. Nonetheless, (51) seems to be a reasonable equation for the limited uses of time-alignment and confirming previous expectations about the cut-off frequency.

From Fig. 4, we see that a delay of 15 sampling periods (24 ms, which is also approximately the duration of an
3.3. Varying the number of VQ codewords and the dimensionality

Both from the perspective of signal quantization and MIMICRI mapping, using more VQ codewords will, typically, improve our ability to recover/reconstruct articulator trajectories. There are exceptions, however. Our vector quantization routine will not find the same VQ codebook when run with different initial settings. Some variability in articulator recovery can be expected to result from differences in the vector quantization, although those differences should decrease as the number of VQ codewords increases. Also, the accuracy of MIMICRI estimation will decrease beyond some number of VQ codewords, even on the training data. If we do not have enough data to provide many examples of each VQ codeword, we cannot expect to learn an inverse map accurately. Thus, determining the number of VQ codewords is largely a matter of using as many as we can without getting a decrease in articulator position estimation – as in simulation work reported previously.

A practical consideration when choosing the number of VQ codewords is the time it takes to solve a problem. Finding the MIMICRI solution involves finding eigenvectors of a square matrix with the number of rows equal to the number of VQ codewords. Since the computational difficulty of calculating eigenvectors, the time it takes to learn a VQ codebook, the time it takes to quantize an acoustic signal, and the amount of data required for training all increase with the number of VQ codewords, it is worthwhile to consider ways to decrease the number of VQ codewords with minimum impact to accuracy.

For a fixed signal reconstruction quality with uniform bit quantization, the number of quantization bits decreases with increases in sampling frequency. Quadrupling the sampling frequency is roughly equivalent to doubling the number of quantization levels (Lyons, 2004). VQ is not uniform, but it seems likely that oversampling will also improve the accuracy for VQ. Since the articulator trajectories have little energy above 5 Hz, a sampling frequency of 10–12 Hz should adequately sample them. We calculate 625 VQ codewords from acoustics every second (one VQ codeword for each articulator position sample). Since MIMICRI estimates articulator positions for each VQ codeword, this approach corresponds to nonuniformly sampling the articulation at 625 Hz – much higher than the required 10 Hz. Hogden et al. (1996b) showed that this sampling rate allows relatively few VQ codewords (about 256) to result in good estimates of articulator trajectories from acoustics for a supervised algorithm. More VQ codewords/second could easily be obtained from the speech acoustics if necessary, and further work exploring the relationship between the number of VQ codewords and the sampling rate would be worthwhile.

Using the same VQ codebooks found for the supervised learning, we quantized the acoustic data and then used MIMICRI to find mappings from acoustics to paths having all their energy below 5 Hz. Note that creating the VQ codebook, like MIMICRI processing, does not require articulator measurements. Given the theory, the smooth paths should be related to articulator trajectories by an affine transform. Fig. 5 shows the accuracy of articulator trajectories recovered using MIMICRI as we change the number of VQ codewords and the dimensionality of the solution. Since the articulator positions estimated by MIMICRI can only be expected to be within an affine transformation of the measured articulator trajectories, and since the MIMICRI solutions have fewer than 14 dimensions (14 is the number of articulator position measurements made at each time), we must find the affine transformation before making the comparison.

We use multiple regression (Dillon and Goldstein, 1984) to find the affine mapping that maximizes the correlation by treating the MIMICRI estimates as the independent variables and the measured positions as the dependent variables. The affine mapping was calculated over all trajectories in the data set and then applied to the estimated articulator positions. Eq. (51) was then used to calculate an overall correlation.

Note that adding a dimension to the MIMICRI solution is equivalent to adding an independent variable to a multiple regression problem. Since adding an independent variable never decreases the accuracy of multiple regression estimation and typically increases it, adding dimensions
to the MIMICRI solution will generally increase the accuracy, even when the dimension is random noise. The increase in correlation with increases in independent variables is typically factored out by multiplying correlations by a shrinking factor (Dillon and Goldstein, 1984). As the number of samples increases, the shrinking factor approaches 1. In our problem, the number of samples is large (sampling at 10 Hz would give approximately 2380 independent samples) so applying the shrinking factor has little effect on the plotted data. As a check, we also did pilot studies in which multiple regression was used to relate the articulator positions estimated by the supervised learning algorithm to the measured positions. Doing multiple regression on the supervised algorithm eliminates any advantage MIMICRI has over supervised learning. The changes in the correlations for the supervised algorithm were negligible. Thus, we report raw correlations.

Fig. 5 shows that the estimation accuracy does not improve monotonically as the number of VQ codewords increases. In fact, the results for 128 codewords and 256 codewords are worse for some dimensionalities than results using 16 codewords. All of the curves have leveled out by the time we get a 7-dimensional solution, perhaps suggesting that a 7-D solution is appropriate for this problem. For solutions with 5 dimensions or more, the 1024 codeword solution is the best and is only slightly better than the solution with 512 codewords. The 1024 codeword solutions show some – albeit very little – improvement as we go to more than 5 dimensions. As long as we use 5 or more dimensions, it appears that the 1024 codeword solution is near optimal.

### 3.3.1. Dimensionality considerations

It is not clear how many dimensions are needed to represent the articulator position data. Our measurements do not capture important aspects of articulation (e.g., pharyngeal lowering or nasalization), so one could imagine that more than 14 dimensions are needed to represent articulator positions accurately. However, Fig. 5 shows that the 5-dimensional solution estimates the measured articulator trajectories nearly as well as the 8-dimensional solution for 1024 VQ codewords, suggesting that the articulator positions we measured probably lie close to a 5-dimensional manifold.

Basing our selection of dimensionality on Fig. 5 alone may be a mistake. The correlation shown in Fig. 5 is taken over all the articulator trajectories and could hide improvements in some trajectories. Fig. 6 shows the estimation accuracy for each measured articulator as we increase the number of dimensions in the solution. Fig. 6 also shows that the estimation accuracy nearly stops increasing beyond 5 dimensions for each of the individual articulator measurements. The extent to which the curves level-off beyond 5 dimensions is fairly dramatic, and we do not have an adequate explanation of the phenomena, but it agrees with the results of the overall correlation in suggesting that the data lie on a 5-dimensional manifold. Since we do not know whether other, unmeasured articulators are being estimated more accurately beyond 5 dimensions, it is not possible to determine from this data alone how many dimensions may be required for applications such as speech recognition, but it does seem that the measured articulators can be described fairly well by the 5-D solution.

Fig. 6a–d suggests the possible meaning of the dimensions. For example, in Fig. 6c, we see that the estimation accuracies for the lower lip and jaw all increase dramatically in going from the 1-dimensional solution to the 2-dimensional solution, and that all of them are nearly constant after that. The similarity of the patterns suggests that these measurements are all related to one underlying factor – a factor that is estimated well for the 2-dimensional solution. Similarly, the x-positions of coils placed on the tongue show a similar pattern of improvement as the dimensionality increases, and the measurements of the upper lip seem to be related to a single factor. The y-positions of the coils placed on the tongue show similar patterns for the TB, TD, and TT coils, but the TR coil pattern is different, suggesting that the height of the rear of the tongue is controlled by a different underlying factor than the height of the front of the tongue. This interpretation of the meaning of the underlying factors is certainly debatable (e.g., ULY seems to get a larger boost in accuracy at 5 dimensions than ULx), but corresponds fairly well with our understanding of speech production.

Figs. 7 and 8 give scatterplots of the estimated versus actual positions of the articulators. To reduce the number of plotted points to a manageable size, the measured and estimated trajectories were subsampled to approximately 10.4 samples per second. The scatterplots show that the
measured positions of coils on the tongue have a range of approximately 20–25 mm. The lower lip and y-positions of the jaw move over a range of about 15–20 mm. In contrast, the upper lip shows little motion (a range of approximately 5 mm). The x-position of coil on the lower lip also shows little variability (a range of approximately 7 mm). In agreement with the MIMICRI theory, the scatterplots show clear linear trends for tongue motions. However, the trends are not as clear for the lip motions and are worst for the x-position of the jaw.

3.4. Supervised learning vs. MIMICRI

Both MIMICRI and the supervised learning technique discussed in Section 3.2 estimate the mean articulator positions associated with each VQ codeword. They also both find the estimated articulator trajectories using the same technique – they replace the VQ codewords with the estimated articulator means and then smooth the trajectories with a low-pass filter. The only difference is how they estimate the means: the supervised algorithm uses the time-aligned acoustics and articulator trajectories to calculate the means, whereas MIMICRI estimates the means using only the VQ codeword sequences. Since the supervised algorithm has access to the articulator data, the means it calculates are the actual sample means for the data. MIMICRI only approximates the sample means.

Since the trajectory estimation accuracy will increase with increasing accuracy in the mean estimates, the supervised results give an appropriate upper performance bound on MIMICRI, making a comparison of the results interesting. Fig. 9 shows the comparison of the supervised and MIMICRI learning algorithms broken out by articulator for the 5-D, 1024 codeword solution with a 5 Hz cut-off frequency. For coils placed on the tongue, MIMICRI correlations are only a few percentage points lower than the upper
Fig. 7. These scatterplots show the relationship between estimated and actual positions of each EMMA receiver coil placed on the tongue. The linear trend predicted by the theory is obvious in these plots. EMMA receiver coils placed on the tongue are reported to be accurate to within about 1 mm.

limit given by the supervised learning algorithm. The exception is that the y-position of the tongue rear coil correlation is about 8 percentage points lower. The correlations of the y-positions of coils on the lips and the jaw are also within about 8 percentage points of the supervised learning, but the x-positions of the lips and jaw are not estimated as well. If the information about the x-positions was not in the acoustics, then the supervised algorithm could not have learned it, so it is clear that MIMICRI is missing information. However, it may also be the case that MIMICRI is capturing information about articulators that were not measured in this data. In any case, since it is difficult to collect articulator measurements, it may be that MIMICRI’s ease of use more than compensates for the loss in accuracy that we experience because of using MIMICRI instead of a supervised learning algorithm.

MIMICRI only recovers articulator positions from acoustics to within an affine transform—an accomplishment
that is less impressive if the acoustic data are themselves within an affine transform of the articulator data (Yehia et al., 1998). To evaluate the importance of nonlinearities in this task, we ran multiple regression analysis to find the best affine transformation from the smoothed spectra (128 energies at each time sample) to articulator positions. The results indicate that, for vowel data, the problem of recovering articulator positions from spectra is not as nonlinear as one might expect, but that MIMICRI does better at capturing articulator positions with 5 dimensions than the spectrum does with 128 dimensions.

The curve labeled “Spectrum” in Fig. 9 shows correlations between measured articulator positions and positions estimated using the best affine transform of the spectra. For x-positions of coils placed on the tongue, the difference between the MIMICRI correlation and the spectrum correlation is roughly 5–7%. For the y-positions of points on the tongue the correlation difference varies more – MIMICRI is better by about 3% for the tongue rear but the difference gets smaller moving forward on the tongue until

the spectrum and MIMICRI correlations are about the same. For the lip y-positions, MIMICRI outperforms the spectrum by about 5% or 6%, with the exception being the upper lip x, for which the spectrum is only about 3% (or less) worse. For the jaw y, MIMICRI is about 3% better. For the x-position of the jaw, the spectrum and MIMICRI perform about equally, but neither do well.

4. Summary and conclusions

This paper describes a signal processing technique called MIMICRI that may prove helpful in human and automatic speech recognition by providing psycholinguistic theoreticians with a practical approach to recovering articulator positions from acoustics. In describing this technique, we have presented a detailed mathematical proof that bandlimited signals (and other suitably constrained signals) have a remarkable property: If we know the bandlimit (or constraint), we can use a process called MIMICRI to recover the signal, to within an affine transformation, from
To bolster the claim that articulator positions can be recovered from acoustics, we have applied our algorithm to acoustic recordings of vowel-to-vowel transitions produced by one speaker. For vowel production, the most critical aspects of articulation are the horizontal and vertical positions of the tongue and the lip opening. We have found that the resulting articulator position estimates are strongly correlated with measured articulator positions, demonstrating MIMICRI's ability to invert mappings. Although the estimated articulator positions are not recovered as accurately when we use MIMICRI as when we use a supervised algorithm, the correlation differences between MIMICRI and the supervised learning algorithm for the tongue $x$ and $y$ positions are typically 3–4% with larger error for $y$ positions of the upper and lower lip, about 7–10%.

Since collecting articulator positions is always difficult, the increased estimation error may be acceptable as an alternative to collecting articulator measurements. In fact, there is a compelling reason to believe that articulator positions estimated by MIMICRI can give better performance results than those obtained by a supervised approach for some applications. With the current technology, we are never able to obtain measurements of all the articulators that may be involved in speech production. For example, the velum position, larynx height, and pharynx opening are difficult to measure. If articulator measurements are not made, then supervised learning algorithms will not learn to estimate them. Since MIMICRI does not need articulator measurements to learn the relationship between acoustics and articulation, MIMICRI might outperform supervised learning on tasks in which the unmeasured articulators provide critical information.

While the results show that MIMICRI was able to do the inversion to within an affine transformation, they also show that, for the vowel data we studied, the mapping from spectra to articulator positions has a large linear component. An affine transformation from spectra to articulator positions gives reasonably good correlations to measured articulator positions for this data. MIMICRI outperformed estimating articulator positions using an affine transformation of the spectra by about 5% for $x$-positions of the tongue, 3% for the $y$-position of the rear of the tongue, and 4–5% for $y$-positions of the upper and lower lips. MIMICRI is about as accurate as the spectrum-estimated positions for estimating the $y$-position for the tip of the tongue, which is not a critical articulator for the data we studied. We expect MIMICRI to outperform spectra to a greater degree on more complicated data sets, such as sets that include consonants, in which more nonlinearity can be expected.

The quality of MIMICRI shown most strongly by this data was the ability to reduce the dimensionality of a signal while retaining information about articulation. The acoustic speech signals processed by MIMICRI consisted of sequences of 128-dimensional acoustic feature vectors (smoothed spectra). Since each acoustic vector was nonlinearly generated from 32 cepstrum coefficients, it was clear
that the dimensionality could be reduced from 128 to no more than 32. Furthermore, since speech is produced by the motions of relatively few articulators, it seemed likely that the dimensionality could be reduced even further. MIMICRI reduced the 128-dimensional spectra down to 5-dimensional vectors that were more highly correlated with articulator positions than the spectra. Again, since we were not able to measure all of the potentially interesting articulators, it is possible that more dimensions would be required for applications such as speech recognition. Nonetheless, the dimensionality reduction that MIMICRI achieved was remarkable.

The particular speech inversion problem we studied did not provide a clear answer to whether MIMICRI can invert any many-to-one mappings that occur in speech production. It is possible that many-to-one mappings are not a significant problem for the data we examined (vowel-to-vowel transitions), but are a problem for other data sets. We hope to address this issue in future work.

It is likely that MIMICRI will be improved by the addition of further knowledge about the relationship between speech production and acoustics. One relatively simple improvement would be to add or infer information about articulator variability for given vector quantization (VQ) codewords. The algorithm studied here assumed that the articulator position variance stayed constant across the VQ codewords. However, in simulation work, it was important to allow the variance to change between VQ codewords in order to compensate for many-to-one mappings. In real articulator data, we are likely to see changes in the articulatory variability across VQ codewords, and we may see many-to-one mappings. Therefore, this approach seems like a good path to improving accuracy.

To the extent that MIMICRI can invert the mapping from articulation to acoustics, articulator configurations hold the promise of being a very robust characterization of speech. For example, a nonlinear microphone will change most characterizations of acoustic features (spectra, cepstra, linear prediction coefficients, etc.), but should not affect the articulator positions inferred by MIMICRI, since the microphone nonlinearities are just another layer of nonlinearity to invert and are almost certainly easier to invert than the articulation-to-acoustics transform itself. See (Abuelma’atti, 1990; Quatieri et al., 2000) for examples of nonlinear microphone modeling. Furthermore, if the articulator positions of any particular individual can be treated as nonlinear transformations of the articulator positions of some hypothetical canonical speaker, then MIMICRI will be robust to speaker differences as well as microphone differences. At this point we can only conjecture that such robustness is possible, but it is certainly a worthwhile goal to pursue.

Of course, many of these same goals might be achievable using supervised learning algorithms to find the mapping from acoustics to articulation, but a different set of time-aligned articulator and acoustic measurements would be needed for each individual and each microphone. Gathering such data sets would be essentially impossible – a fact which emphasizes the need to learn the mapping using a blind algorithm such as MIMICRI.

What we have presented in this paper is not intended to be a specific algorithm to be incorporated in an ASR system, or a specific component of a psycholinguistic model of speech. Rather, as applied to speech, the work presented here can be construed as a theory about the nature of the information in the speech signal, a theory which may explain many experimental findings and which has implications for the development of specific models and experiments in both of those domains.

The theory is that the information in speech can be represented in a small number (5–10) of smoothly changing signals of very limited bandwidth. It is easiest to visualize these signals as articulatory movements, but what we have demonstrated is that there is nothing special about that interpretation of them. There is a family of such signals, related by affine transformations, that are (informationally) equivalent. The theory predicts that certain transformations of the speech signal that afford recovery in the way we have described here should be intelligible to listeners (they are information-preserving), while other transformations that do not allow recovery will be unintelligible. For example, speech remains intelligible despite the degradations introduced by sinewave speech (Remez et al., 1981), spectral inversion (Blesser, 1972), infinite peak clipping (Licklider and Pollack, 1948), and re-synthesis using only the phase spectrum (Paliwal and Alsteris, 2005). These are all non-linear transforms of the original signal, where the nature of the transform does not vary over time. If the smoothly changing signals are the carriers of speech information, the theory presented here suggests that these smooth signals can be recovered in all these cases, which would explain their intelligibility. Of course, whether recovery can actually succeed in all these cases needs to be tested in computational experiments.

Other kinds of manipulations have been shown to destroy intelligibility, and in these cases the theory predicts that recovery of the original smooth information functions will be impossible. For example, time-reversing a sentence will degrade its intelligibility almost completely. It is likely that smooth signals constructed after time reversal will not be the same as smooth signals constructed from the original signals (they should be time-reversed versions). However, when time-reversal is applied in short chunks of <50 ms, perception is only minimally impaired (Saberi and Perrott, 1999). Here we would predict that the rate of change of the information signals is likely slow enough that, on average, there is not much change in the 50 ms chunks, so recovery of the original underlying smooth signals is still possible. Relationally, replacing even larger (55–125 ms) chunks of speech with silence can be tolerated, just in cases where the silences replace sections of the signal during which there is little change over time, for example the temporal center of vowels (Strange et al., 1983). Again these hypotheses need to be tested in computational experiments.
The theory also makes predictions about findings in multi-modal speech perception. For example, the equivalence and integrability of audio, visual, tactile, somatosensory information in speech (e.g., Rosenblum, 2005) could be explained, since the sensory information in each modality results from a nonlinear transform of the smooth articulator movements during speech. However, we know that the information in individual modalities may not be sufficient by itself to maintain intelligibility. For example, visual information from the face of a talker is not by itself sufficient to maintain intelligibility. The theory here predicts again that differences in intelligibility should be correlated with differences in function recoverability, and the relevant computational experiments can be performed to test this.

Psycholinguistic models need to provide an account of the fundamental informational structure of speech that underlies the sensory information that listeners encounter, and the account should provide insight as to which transformations of speech affect intelligibility. At present, most psycholinguistic models only account for particular transformations and experiments. While models have been proposed that are capable of accounting for the individual findings noted above, these models are not related to one another and do not make general predictions about what kinds of transforms will distort intelligibility and which will not. Such predictions are made by the theory presented here and they can be tested.

The issue of how this theory should be incorporated into psycholinguistic models or into ASR implementations is, of course, an entirely unanswered question. But we think that attempts to model human speech recognition need to incorporate a realistic model of the nature of the information in speech, and the theory we have presented here takes the first steps at formalizing that.
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