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To speak of "perception in the speech mode" is to imply, of course, that speech and its perception are somehow special. That implication would be readily accepted, I am sure, if my reference were to speech in the broad sense, since it is generally understood that language is different from other forms of communication. But I mean to talk about speech in the narrow sense. My concern is not with the abstract matters of meaning of syntax, but with the very concrete sounds of speech and their raw perception as the phonetic or phonemic segments we all know as consonants and vowels.

All agree that phoneme-like segments are perceived, and that this activity is, therefore, somehow to be reckoned with. But
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few share the view I want to present here, which is that such per-
ception is a special process and a true part of language. Per-
haps it has been too difficult to see what the special problem is, or, as I think more likely, too easy to assume that none exists. Most listeners can, without difficulty, hear speech as a string of phonemes. They suppose, then, that speech is as simple as it sounds, and so conclude that it is merely a substitution cipher or alphabet on the phonemic message it conveys.

According to that conventional wisdom, speech is a set of sounds, much like any others, that arbitrarily signal the phoneme segments of the language, each phoneme being represented alphabetically by a unit sound. The listener is required only to connect each sound with the name of the appropriate phoneme. Of course, the sounds must be discriminally different, but that can be regarded, and usually is, as a problem in auditory psychophysics, having little relevance to broader areas of perception, and nothing whatsoever to do with language or any other special systems. And if those who hold this view begin to suppose, as sooner or later most do, that the connection between sound and phoneme is established in experience, they have only made the easy discovery that speech is in some sense a habit, and thus raised again the familiar questions about reinforcement and other conditions of learning.

If those simple assumptions were true -- that is, if the sounds of speech were a simple alphabet on the phonemes -- then speech perception would be no different from auditory perception in general, and there would be no reason to assume the existence of a speech mode. But the simple assumptions are wrong. Worse yet, they are truly misleading, for they take us away from speech before we've fairly begun to look at it. A proper study of speech makes plain that its perception is not to be understood by combining auditory psychophysics with a few simple principles of discrimination learning. Indeed, speech perception cannot be understood,
even in some more complex way, so long as we regard it as an ordinary auditory process that transmits language but otherwise stands apart from it. The principles that govern the perception of speech are different in interesting ways from those of nonspeech, and they lie deep in the biology of language.

To discover that there is a speech mode, and to see something of its characteristics, we should turn to research on the perception of speech. And that is what I mean to do. But first I would say briefly why we ought to suspect, quite apart from such research, that the received and simple view of speech is wrong, for that will help, I think, to show what the interesting problems of speech perception might be.\(^2\)

We begin with the fact that all languages consist at base of a limited number of utterly meaningless segments called phonemes. These empty vehicles are the shortest segments of language, and they lie always in the lowest phonologic layer. As I've already indicated, non-linguists know them in their somewhat less abstract form as consonants and vowels.

It should be of particular interest that the phonemes of language are universally transmitted by the sounds of speech. In some languages this is also done visually with the optical shapes of an alphabet. But reading and writing are comparatively rare; they are a recent invention; and even in societies that put a high premium on literacy, there are many who listen and speak but cannot read or write. This is only to emphasize what all of us know but don't always appreciate: the sounds of speech are not merely one set of vehicles for the transmission of phonemes; they are, rather, the only universal and natural set.

But some would explain the privileged status of speech by attributing it to factors that have nothing to do with language or

\(^2\)Most aspects of the discussion in this part of the paper are presented in greater detail, and with appropriate references, in a recent article (21) by several members of the Haskins group.
the existence of a speech mode. Thus, it is sometimes implied that speech works well because the ear is a first-rate channel, especially well equipped to handle phoneme communication on some very simple basis. To see that this is not so requires no special knowledge of language or of auditory perception, but only a passing acquaintance with the requirements of phoneme communication and the best-known properties of the ear. We become aware of what is, perhaps, only the most obvious difficulty by noting that in listening to speech we can take in as many as 30 phonemes per second. But we know, given the temporal resolving power of the ear, that a listener could not even resolve 30 discrete acoustic events per second, let alone identify them. For this reason, if for no other, we should suppose that the ear is ill adapted to so simple a vehicle as an acoustic alphabet.

More commonly the primacy of speech is attributed simply to the many years we've all spent practicing it. It is difficult to see how any amount of practice could overcome limitations on sound alphabets set by such low-level physiological constraints as the temporal resolving power of the ear. I should emphasize, nevertheless, that there is a great deal of evidence that practice, even large amounts of it, does not produce efficient perception of acoustic alphabets. This is clear, not only in the example of the Morse code, but even more convincingly, perhaps, in the repeatedly unsuccessful attempts to find nonspeech sounds that will work well as part of a reading machine for the blind. Many sound alphabets have been given a thorough trial, but none has proved adequate. It must surely give us pause to know that, while sounds are the universal carriers of language, only one set of sounds -- those of speech -- serves well. We ought to suspect, before doing any research of our own, that the speech signal is special in some interesting way, and that man has special mechanisms for dealing with it.
Motivated by the arguments I've just outlined, my colleagues at Haskins Laboratories and I began almost twenty years ago to study the perception of speech (6, 7). Our goal was to discover why the sounds of speech are perceived so well. The first task was obvious enough and not different from that which confronts the scientist who sets out to study the perception of anything. It was to find the cues -- the physical stimuli, that is -- that control the perception. We chose to do this experimentally by using the spectrographic display as a basis for controlling and, in the extreme case, synthesizing speech. The method proved flexible and convenient, enough so that six years and many thousands of experiments later we had found the major acoustic cues for the segmental phonemes. ³ Much remains to be learned, even now, but we know enough to be able to synthesize speech from explicit rules (18, 26, 27), and to see the most important characteristics of the relation between the sounds of speech and the phonemic structure of language.

I will try now, by way of an example, to say what is special about the speech signal. In Figure 1 are drastically simplified spectrographic patterns that will, when converted to sound, produce the syllables /di/ and /du/. Each pattern consists of two bands of acoustic energy called "formants". At the left, or beginning, of each pattern the formants move rapidly through a range of frequencies. These rapid movements are called "transitions". When the transitions have run their course -- a process that consumes about 50 msec -- the formants assume a steady state.

Consider, first, the steady-state vowels /i/ and /u/, though, as we will shortly see, they are neither so special nor so interesting as the stop consonant /d/. The acoustic cues for these vowels are simply the positions of the formants on the frequency

³For reviews of the work at Haskins and elsewhere, see (8, 15, 16, 21, 31).
scale. As shown in the figure, /i/ is characterized by one formant at about 250 cps and another at 2500 cps; /u/ has the same first, or lower formant, but its second formant is at 700 cps.

The relation between acoustic cue and steady-state vowel is quite simple. Though not apparent in the figure, the acoustic cue for the vowel will be the same in all phonemic contexts. Moreover, there is, between cue and phoneme, a perfect correspondence in segmentation. That is, we can isolate a piece of sound -- in this case, the steady-state portion of the pattern -- that is, by itself, sufficient to produce a single phoneme /i/ or /u/. These cues are, then, a simple alphabet or substitution cipher on the phonemes.

The cue for the stop consonant is more complicated. To isolate that cue, we should first notice, but then set aside, the transition of the lower (first) formant. That transition, which rises from the bottom of the spectrogram and finds the appropriate steady state, is not specifically a cue for /d/; it rather tells the listener that the segment he hears is some member of the class of voiced stops /bdg/. To produce /d/ in front of /i/ and /u/, we must add the transitions of the higher (second) formant. These, then, are the acoustic cues for /d/. But see how very different these transition cues are: one is an upgoing frequency modulation in the range 2200 to 2500 cps, the other a downgoing modulation from 1200 to 700 cps.

Another and perhaps greater complication in the relation between acoustic cue and stop consonant is that there is no segment in the sound stream that corresponds to the segment in the phonemic message. That is, there is no way to cut the sound pattern so as to obtain a piece that will produce the phoneme /d/ without also producing the next vowel or some reduced approximation to it.

Both characteristics of the stop consonant phoneme -- the context-conditioned variation and the lack of correspondence in seg-
mentation -- are corollary aspects of a most important feature of speech: a single acoustic cue serves more than one segment. This is a kind of parallel transmission. In the case of our example we see in what way this occurs by observing that the second-formant transitions are, at every instant, carrying information simultaneously about two successive segments, the stop consonant and the vowel. It follows that the transition cue for the stop must be vastly different in different vowel contexts, and that there cannot be an acoustic segment corresponding only to the single phoneme /d/. Such cues are, quite exactly, a code on the phonemes, not a cipher or alphabet.

What we have seen here in the case of /d/ is characteristic of all the consonants except, perhaps, the fricatives in slow articulation. The voiced and voiceless stops, the nasal consonants, liquids, and semi-vowels are all complexly encoded in the sound stream (21). In most cases, indeed, the complications in the relation between sound and phoneme are far more severe than in our example of /d/.

The considerably simpler situation of the steady-state vowels /i/ and /u/ is common to all the vowels and fricatives in slow articulation. Those phonemes are enciphered, not encoded, in the sound stream, which is to say that the relation between phoneme and sound is one-to-one. (I should note parenthetically that at rapid rates of speech the vowels and fricatives may also become encoded or restructured to some degree.)

A salient and special characteristic of the speech code is, then, that information about successive phonemes is transmitted simultaneously by the same acoustic cue. It is easy to see how this makes for perceptual efficiency, and, in particular, how it evades the severe limitations on rate of phoneme perception set by the temporal resolving power of the ear. The point is that parallel transmission reduces by a significant factor the number
of discrete acoustic segments that must be perceived per unit time. Given that the phonemes are encoded acoustically into segments of syllabic size, the rate at which the sounds of speech merge into a buzz is set by the number of syllables per second, not by the number of phonemes. 4

But this necessary advantage is bought at the cost of a very complex relation between the acoustic signals and the string of phonemes they represent. In the case of restructured or encoded phonemes -- such as the stop consonants -- there are, as we saw, no commutable acoustic segments of phonemic size, and the cue for an encoded phoneme is vastly different in different contexts. If the complexly encoded sounds of speech are to be well perceived -- indeed, if they are to be perceived at all -- it can only be by means of a special decoder. We can barely guess at how that decoder might work, but we can say what it has got to do, and we can describe some characteristics of the mode of perception -- the speech mode -- that it produces.

Since speech can be perceived as an ordered string of phonemes, we must suppose that the speech decoder recovers the segmentation that was lost when the linguistic message was recoded as sound. To appreciate how hard it is to do that, one need only try to build an automatic speech recognizer or to read spectrographic representations of the speech signal (10, 22, 23, 24). The difficulty that has made it so far impossible to accomplish either of those tasks does not arise out of some obvious shortcomings of the engineer or of the spectrographic display; it is,

4 It is possible that the encoding (and the parallel transmission) extends, in some cases and to some extent, across syllable boundaries. If so, there would, of course, be a further reduction in the number of acoustic segments required to transmit a given number of phonemes. At the present time, very little is known about this matter. For an experiment that shows the role of encoding in determining where syllable boundaries are perceived, see Malmberg (25).
rather, owing in significant measure to the fact that the message segments are thoroughly restructured in the sound stream and cannot be recovered in any trivially easy or obvious way.\(^5\)

The speech-sound decoder must also take account of the context-conditioned variation I spoke of earlier. That is, it must sort into the proper categories acoustic cues that vary greatly and even discontinuously as a function of context. Recall how different were the acoustic cues for /d/ in /di/ and /du/, and how different they looked. Yet the speech processor makes them sound the same.

The decoder must also make these very different cues sound like speech -- that is, like /d/. Recall again the shape of cues: one was an upgoing frequency modulation rather high in the spectrum, the other a downgoing modulation considerably lower in the

\(^5\)Able engineers have tried for many years to build machines that will perceive the phonetic content of speech, but none has succeeded in any important way. In contrast to their inability to cope with speech, engineers have done quite well with machines that read print. It is easier to build a print reader, in part, because print is a cipher and presents no problems of segmentation. There are other reasons, and these are also of some interest to us. With print one does not encounter the serious problems of context-conditioned variation that characterize so much of speech, and in the case of print the information-bearing elements are strong and clear, whereas in speech, as we will see later in this paper, the essential cues are typically weak and poorly defined physically. It is surely of some biological and psychological interest that machines find it relatively easy to read print but impossible to perceive speech, while for us linguistically designed human beings, the difficulty is exactly the other way around.

It is not possible to read spectrograms well for exactly the same reasons that it has not been possible to build a speech recognizer. Moreover, the difficulties that one meets in trying to read spectrograms do not appreciably diminish with experience or practice. The second-formant transitions for /d/ look just as different to us now as they did when first we saw them 18 years ago. It would appear, then, that the speech decoder is linked only to an auditory input and cannot be made to work for the eye.
spectrum. If we isolate these acoustic cues and present them alone -- that is, outside the speech context -- they sound like auditory events, and we hear exactly what we should expect to hear: the one is an upgoing glissando on high pitches, the other a downgoing glissando on low pitches. But when we present and perceive exactly these same stimuli as speech, we cannot hear anything like a glissando, no matter how hard we try. What we hear when we listen to the encoded phonemes is speech, not sound; our perception does not directly mirror the external physical events that cause it, but rather yields at the lowest conscious level an irreducible linguistic segment called /d/. Thus, a characteristic of the speech mode is that the relevant auditory dimensions cannot be perceived. In that sense, perception is highly non-iconic and abstract. But then non-iconic perception of that kind may be characteristic of many physiological perceiving devices -- for example, the bug detector of the frog -- that respond to derived or patterned aspects of the stimulus environment. If the frog could tell us what he experiences when a bug flies across his visual field, we might discover that he sees not motion but some unanalyzable events as remote from visual movement as /d/ is from an upgoing or downgoing variation in pitch.

I should remark here that conversion of the acoustic and auditory event into linguistic parameters produces an important, perhaps necessary, economy. To describe speech in acoustic terms is very expensive. For high fidelity, one needs about seventy thousand bits per second, and for reasonable sentence intelligibility roughly half as much. We don't know what the rate becomes in

---

6 It was Mr. Terry Halwes who suggested to me that categorical perception, which will be discussed later in this paper, might well be a consequence of processing by a feature detector. I have chosen to put that suggestion into a somewhat different framework.
auditory terms, but it is clearly quite high -- up in the thousands -- especially if we assume a frequency-volley mechanism through part of the speech range. Certainly, it is a great deal higher than the rate for the same message calculated in linguistic or phonetic terms, for that is never greater than about 50 bits per second. If, as we suspect, the signal is quickly recoded into phonemic parameters -- that is, if the complex auditory signal is converted into /bæ/, /dæ/, /gæ/, for example -- the saving in information rate is great and the load on nervous tissue is considerably reduced.

There is at least one other kind of operation that the speech processor may have to carry out, one that will not be at all apparent from the patterns you saw in Figure 1. There, the information-bearing formants were shown as large and clear black lines on a white background. Real speech is not that clean. The acoustic energy is never concentrated so neatly in the linguistically important formants, but rather tends to be smeared untidily over the entire spectrum. In the case of the encoded phonemes, the essential acoustic cues are even more indeterminate, and for another reason. Thus, we know that the formant transitions, which are such important cues for the encoded stops, change frequency at a very rapid rate, scattering their energy in a prodigal way and creating a cue that is, in every physical sense, quite uncertain. These cues are more uncertain, surely, than those which underlie the perception of unencoded phonemes. Yet the encoded phonemes carry more than their share of the information load. We have, then, the paradox that what is most important linguistically is most indeterminate physically. If, in listening to speech, we are not much bothered by that circumstance, it is, perhaps, because our speech processor is somehow able to extract or attend to the important but indistinct parts of the signal that carry the linguistic information.
Now everything I have so far said about the speech processor has been based on the results of just one set of research studies, those that uncovered the acoustic cues on which our perception of speech depends. There are other experimental data that point to the existence of a speech processor, and also tell us something about its properties. I would like to describe some data of that kind that are emerging from several related experiments now in progress.

The first experiment compares the perception of speech and nonspeech and deals, more specifically, with a phenomenon that is typical of the speech mode -- that is, of the encoded phonemes -- a phenomenon we have called categorical perception (17, 19, 32).

As you know, it is quite generally true that a listener discriminates many more stimuli than he can absolutely identify. We discriminate more than a thousand just noticeably different pitches, for example, but can ordinarily identify no more than half a dozen. Perception of the unencoded vowels is similar to that of pitch in that listeners discriminate many more vowel colors than they identify as phonemes. That is, they hear many differences within a phoneme class. The perception of encoded phonemes is very different, however: listeners discriminate very little better than they can identify absolutely, which is to say that they hear /bdg/ as categories and perceive almost nothing in the way of intra-phonemic differences.

Let us look at an experiment on categorical perception being carried out by Ignatius Mattingly, Ann Syrdal, Terry Halwes, and me (28). The stimuli are shown in Figure 2. At the left is a spectrographic representation of acoustic patterns adequate to synthesize the stop consonants /bdg/, and also a number of physically intermediate values on the acoustic continuum that connects them. The basic pattern is a syllable consisting of initial first- and second-formant transitions of about 40 msec duration, followed
by steady-state formants that last 200 msec. Steady-state portions of the syllable are fixed at levels appropriate for the vowel /æ/. The first-formant transition is constant in all patterns. To see the experimental variable, one should look at the starting points of the second-formant transition. As shown in the figure, there are 16 such starting points, ranging from 1150 to 2310 cycles in steps of about 80 cycles. These starting points are labelled with reference to the one that corresponds in frequency to the steady-state level of the vowel; that one is called "zero" reference. When converted to sound by our computer-controlled formant-synthesizer, the two-formant patterns are heard as /bæ/, /dæ/, /gæ/.

What it means to say, as I did, that these stimuli are perceived categorically is most simply explained by telling you what a listener ordinarily hears when the stimuli are sounded in order from minus 6 -- the one whose second formant starts at the lowest frequency -- to plus 9 -- the one whose second formant starts at the highest frequency. The first four or five stimuli are perceived as identical /bæ/’s; then the perception changes suddenly -- that is, with the very next stimulus -- to /dæ/. A similar discontinuity is encountered at the /dæ/-to-/gæ/ boundary. The point is that one’s perception does not at all follow the step-by-step progression in the physical stimulus, but rather changes quantally from /bæ/ to /dæ/ to /gæ/.

As a measurable consequence of this tendency to categorical perception, we should expect that discrimination of equal physical differences would be better at phoneme boundaries than within a phoneme class. That is, when we measure discrimination along the continuum of second-formant transitions, we should find relatively high peaks in the function at each phoneme boundary. To measure discrimination of these stimuli, we use a simple forced-choice
technique. For every pair of stimuli to be compared, we arrange groups of three stimuli such that each group contains two tokens of the one stimulus and one of the other. The listener's task is to determine which of the three is different in any way from the other two. Of course, we use all six permutations of the two types taken three at a time; we do this for pairs of stimuli all along the continuum; and we present all of these stimulus triads many times in several randomized orders.

To find out how well one listener (HC) heard the various pairs of stimuli as different, we should look at the discrimination function at the top left of Figure 3. Paying attention to the solid line, and ignoring for the moment the dashed one, we see that the level of discrimination of equal physical differences is quite different for different parts of the continuum of second-formant transitions. In general, discrimination is relatively poor except at two points. That is, there are two rather high peaks separated by low troughs. Indeed, the troughs lie at or near chance, which is indicated by the dashed line running straight across the graph at 33%.

At the top right of Figure 3 we see how this listener sorted the synthetic speech stimuli into phoneme classes. To obtain these data, we presented the 16 synthetic speech patterns in random order and asked the listener to identify each one as /b/, /d/, or /g/. Comparing the discrimination function at the bottom with the phoneme identification functions at the top, we see that the peaks in discrimination occur at the crossovers of the phoneme identification curves. That is, the discrimination peaks occur at the phoneme boundaries.

What we have seen in the data of this one subject is an aspect of the categorical perception we have found so many times in studies of the encoded stops (1, 2, 3, 17, 19, 20). It should be noted, parenthetically, that the unencoded vowels yield a different result, one more like that of nonspeech (9, 11, 32).
Consider, now, two broad interpretations of categorical perception. One is that what we perceive categorically is the acoustic cue, not speech. In that case, we should perceive the second-formant transitions the same way, whether they cue /b/, /d/, /g/, or whether, in some nonspeech context, they do not. If that were so, we should suppose that the speech processor is specialized, not for speech, but for the cues by which we perceive it. That processor would not discriminate between speech and nonspeech, and would most properly be regarded as an aspect or extension of the auditory system.

The other possibility is that perception of the relevant acoustic variation is quite different in a speech context from what it is in nonspeech. In that case, we should suppose that the speech processor belongs more properly to the mechanisms that underlie our use of language, and we should have to assume that the listener separates that which is linguistic from that which is not.

It will help us to decide between these alternatives to measure the discrimination of the essential acoustic cue -- in this case the second-formant transition -- when it is not in a speech context. Return, now, to Figure 2. On the left are the two-formant patterns that are heard categorically as /bæ/, /dæ/, or /gæ/. On the right are stimuli we will refer to as the nonspeech controls. As you see, they are exactly the same second-formant transitions that constitute the only acoustic cues in the speech patterns at the left. The single difference between the two sets -- speech and nonspeech -- is that in the nonspeech the constant steady state and the constant first formant are omitted. Thus, each set contains all and only the differential cues found in the other. When the second-formant transitions -- the nonspeech controls at the right -- are presented alone, they do not sound like speech at all, but rather like glissandos or the chirps of a bird.

Return, now, to the graph at the top left of Figure 3. We
looked earlier at the discrimination function for the speech sti-
muli, which is represented by the solid line, and commented on the
relatively high peaks at the phoneme boundaries. In the second
condition of the experiment, discrimination of the nonspeech con-
trols was measured by the same procedure that had been applied to
the speech patterns. The result is represented by the dashed line.
For the one listener (HC) whose speech data we examined earlier,
we see that the nonspeech controls are discriminated at a low level
throughout. There are no very high peaks, and certainly none in
regions corresponding to the phoneme boundaries.

The results obtained with the other subjects so far run are
shown in the several rows of Figure 3. We see that discrimination
functions for the speech sounds quite consistently show peaks at
the phoneme boundaries. When the second-formant transitions are
presented alone, very different results are obtained. There are no
peaks in discrimination in positions corresponding to the phoneme
boundaries. Such peaks as do occur are generally lower than those
found with the speech stimuli; moreover, there is great variability
among subjects in the height and position of these peaks.

These data are from an experiment that must be regarded as
preliminary. We have been able to remove a source of random varia-
tion in the stimuli, and we are now, with these improved stimuli,
more systematically investigating discrimination of the speech
signals and the nonspeech controls, with particular attention to
the parameters of syllable position and intensity. On the basis of
the preliminary results just seen, however, certain conclusions
relevant to this paper can be drawn. When listeners discriminate
tokens of /bdg/ that are cued entirely by transitions of the second
formant, rather high peaks in discrimination appear at the phoneme
boundaries. As I said earlier, this is a result that has been
obtained in several previous experiments on perception of the
encoded phonemes. What is added in this experiment is evidence
that these peaks are not inherent in the perception of the second-formant transitions themselves. We should suppose, therefore, that the mechanism underlying these peaks works only on signals that are perceived as speech and not, more generally, on the corresponding auditory events.

So much, then, for categorical perception. I should like to speak briefly of just one more set of findings, because they point to a physiological basis for the assumption that there is a special speech mode. These findings began in the work of Kimura and others (4, 5, 12, 14), who found that when competing spoken digits were presented to the two ears, most listeners heard better the signal in the right ear. On the assumption that the representation of these signals in the brain is stronger contralaterally than ipsilaterally, this result has been taken to mean that the meaningful words of these experiments want to be processed in the left cerebral hemisphere. Kimura (13) then found that melodies give a left-ear effect; that is, they want to be processed in the right hemisphere. These results were, of course, of great interest to us and raised many questions in our minds. Thus, we wondered, first, whether this result could be obtained, not only with the meaningful words Kimura used, but with meaningless syllables that differ in only one phonemic segment. Shankweiler and Studdert-Kennedy (29, 30) did the appropriate experiments and found that the right-ear effect does, indeed, occur with such simple stimuli, showing thus that the effect is characteristic of the encoded consonants at the lowest level of phonetic perception. They also found that there is a much smaller right-ear effect for the unencoded vowels. Apparently, the encoded stops require the speech processor, which is, in most people, in the left hemisphere, but the unencoded vowels do not.

It is appropriate to ask about the right-ear effect essentially the same question we raised in the experiment on categorical
perception I earlier described. There, as you will recall, we wondered what it is that is perceived categorically. Is it the acoustic cue as such -- that is, the second-formant transition -- or is it encoded speech? In the case of the right-ear effect we wonder what it is that is processed by the speech decoder in the left hemisphere. Is it the stop consonants as a class of encoded speech sounds, or is it the acoustic cue -- again the second-formant transition -- by which they are perceived? To answer this question, Shankweiler, Halwes, Ann Syrdal and I have just begun to do a dichotic experiment very similar to the discrimination experiment I earlier described. In the one condition we present three two-formant patterns, selected from those of Figure 2, that are heard as /bae/, /dae/, and /gae/. In the other condition, we present the second-formant transitions alone. As in the earlier experiment on categorical perception, these second-formant transitions are the only acoustic bases on which the listeners can distinguish the synthetic /bae/, /dae/, /gae/ of the first condition. The outcome of this experiment will be of interest to us for obvious reasons. If, in the one case, we should discover that lateralization of the speech signal is different from that of the essential cue, we shall have found that what is processed in the left hemisphere is not the auditory event as such, but rather speech. This would be a still further indication that the speech processor is part of the language system.

Perhaps I should summarize what I have meant to say. Having uncovered the acoustic cues, we are sure that the sounds of speech are nothing like an alphabet, but rather represent a complex re-structuring of the phonemic message. This is a necessary part of an encoding, a grammar if you will, that matches speech to man and makes it a uniquely efficient vehicle. The chief characteristic of this grammar or code is parallel transmission: information about successive phonemes is carried simultaneously on the same
acoustic cue. Such an arrangement makes for rapid communication by avoiding the limitations on rate of segment perception set by the temporal resolving power of the ear. But this important advantage is gained at the cost of a very complex relation between speech and the phonemic message. Speech perception therefore requires a special decoder. Knowing, as we do, the general characteristics of the speech code, we can say what it is that the decoder must do: it must recover the segmentation of the original message; it must compensate for a vast amount of context-conditioned variation; and it must somehow find and track those relatively indistinct parts of the acoustical signal that typically carry the most important linguistic information. In addition, the decoder apparently restructures the speech signal, with the result that the listener hears an unanalyzable linguistic event and cannot perceive the relevant auditory dimensions. In that sense, the decoder produces perception that is non-iconic and abstract. There is evidence that the perceptual output of the decoder is also highly categorical. Research now in progress suggest that the decoder categorizes the acoustic cues only when they are heard as speech and not when they are presented and perceived as nonspeech. If that is so, then we should suppose that the decoder is not merely an extension of our auditory system, but is, more properly, an integral part of the mechanisms that underlie our use of language. Experiments on dichotic listening indicate that the encoded cues are processed in a part of the brain different from that used by the unencoded cues and by nonspeech, thus providing further and more directly physiological evidence for the existence of a device that is specialized to perceive the sounds of speech. On these bases we say of speech that it is, by comparison with other sounds, a special signal, processed by special devices, and perceived in a special mode.
Spectrographic patterns sufficient to produce the syllables /di/ and /du/.
Figure 2.

Schematic representation of patterns that will produce /bæ/, /dæ/, or /gæ/ by variations in the second-formant transition, and, at the right, the second-formant transitions alone.
Identification and discrimination functions (for six listeners) obtained with synthetic /bae/, /dae/, /gae/ that are cued by variations in the second-formant transition, and discrimination functions obtained with the second-formant transitions alone (as non-speech controls).
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