Neuroimaging Perspectives on Skilled and Impaired Reading and the Bilingual Experience
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Abstract Skilled, fluent reading involves mastery of multiple linguistic (e.g., phonological, semantic, morphological, syntactic) and related cognitive processes (e.g., processing speed, attention, working memory). Development of these processes is highly predictive of fluent reading. Among these, impairments in phonological processes such as phonological awareness and decoding (learning of spelling-to-sound correspondences) in combination with processing speed impairments are often implicated as the primary underlying deficits in developmental dyslexia. Here, we review relevant behavioral research on aspects of fluent reading development (phonology, semantics, processing speed) in skilled and disordered reading. We describe recent research in mapping the development of neural systems underlying these reading-related capacities, and their relevant gene-brain-behavior underpinnings. We consider the impact of cross-linguistic and/or multilingual experience on the development of the brain’s reading circuitry. By incorporating behavioral, neural, and genetic research, across different populations (skilled and disordered reading, monolingual and multilingual reading), and across languages, these multiple sources
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of converging evidence inform the development of fluent reading and contribute to the goal of developing a comprehensive neurobiological model of reading.
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1 Introduction

Fluent reading is a product of skilled decoding and a complex process involving multiple underlying linguistic and cognitive components. The bulk of reading research, both on typical reading development and on disordered/delayed reading development, has primarily addressed phonological processing (including phonological awareness and phonological working memory) and naming speed (Arnell, Joannis, Klein, Busseri, & Tannock, 2009; Swanson, Trainin, Necochea, & Hammill, 2003). Children with developmental dyslexia can often be characterized by a discrete deficit in either phonological processing or processing speed, or a combination of both (McCabe, Scarborough, & Catts, 2001). Although phonology and processing speed appear to be most compromised in reading disabled cohorts, all aspects of language, including orthography, morphology, syntax and semantics are crucial for fluent reading. Aspects of cognition such as attention and memory are likewise crucial components of the development of skilled reading (Pugh et al., 2013). Early development of these capacities is linked to reading mastery and fluency in important ways. In this chapter, we describe our laboratory’s recent research in mapping the neural systems underlying these reading-related capacities and our advances in developing a neurobiological model of reading. A neurobiological model of how multiple linguistic and cognitive systems give rise to reading crucially must look beyond monolingual English reading development in order to account for both universal and language-specific reading phenomena. An adequate model must consider cross-linguistic differences, as well as bilingual and multilingual experiences, and their impact on the development of the brain’s reading circuitry. In our goal to develop a comprehensive model, we begin by reviewing relevant behavioral research on component processing in fluent reading, with specific focus on phonology, semantics, and naming speed. We then review current neurobiological findings relevant to gene-brain-behavior underpinnings of skilled and disabled reading in contrastive languages as well as monolingual versus bilingual populations, with an emphasis on neuroimaging research that permit such insights. We will finally conclude with further directions and new research questions in the cognitive neuroscience of reading.

2 Phonology

Understanding the role of phonology in reading is crucial if we hope to interpret the neural correlates of phonological processing in the brain’s reading circuit. Phonology has received much attention in reading research because of its importance in the very early stages of learning to read. Children’s awareness of and ability to manipulate the sound units in their native language, termed phonological awareness, is a strong predictor of later reading development (Bowey, Cain, & Ryan, 1992; Foy & Mann, 2006; Goswami & Bryant, 1990; Hatcher & Hulme, 1999; Hulme, Lundyberg, Stanovich, & Bjaalid, 1995; Hulme et al., 2002, Hulme, Caravolas, Mâlkova, & Briggstock, 2005; Melby-Lervåg, Lyster, & Hulme, 2012; Mutirian, Snowling, & Taylor, 1997; Nation & Hulme, 1997; Nation & Snowling, 2004; Preston et al., 2010; Pugh et al., 2013; Wagner & Torgesen, 1987; Weber-Fox & Neville, 1999, 2001). A child’s phonological awareness at the point in development when literacy is emerging (ages 4–6) predicts later literacy outcomes (Goswami & Bryant, 1990; Hulme et al., 2002; Wagner & Torgesen, 1987; Wagner et al., 1997; Ziegler & Goswami, 2005).

Good phonological awareness allows the subsequent understanding of the alphabetic principle in the beginning reader (Liberman, Shankweiler, & Liberman, 1989). Understanding that phonemes can correspond to letters is an important step for learning to read in alphabetic systems. The learning of spelling-to-sound correspondences allows the young reader to successfully decode an unfamiliar word by “sounding out” each letter (Share, 1995). When a child is faced with the task of recognizing a printed word, she can assemble a phonological representation by mapping from the orthographic units to their corresponding phonological forms, often referred to as the phonological route, (e.g., Frost, 1998). Indeed, there is evidence that all young readers access phonological representations in association with print for all languages (Georgiou, Torp, Manolis, Lyytinen, & Parrila, 2012; Goswami, 2008; Panah & Padakannaya, 2008). With increased experience older, skilled, readers may come to rely on an increasing degree on direct associations between orthography and semantics (Share, 1995), the so-called lexical route. The phonological route remains relevant in reading frequent words as reading fluency develops. Indeed, there is evidence that phonological activation is both early and automatic in skilled reading (see Frost, 1998 for a review), and various experimental paradigms such as backward masking and priming, indicate that lexical access continues to be constrained by phonology (Lukatela & Turvey, 1994; Perfetti & Bell, 1991). In short, there is good evidence that phonology is still playing an important but more automated (faster) role — and importantly, if the phonological mapping is never mastered, reading will continue to be slow and labored (Frost, 1998; Pugh et al., 2013).

We must also consider differences among written languages. Languages vary in the degree to which spelling-to-sound mappings are multivalent; this has been referred to as orthographic depth (Frost, Katz, & Bentin, 1987). For example, languages such as Spanish, Italian and German have nearly one-to-one spelling-to-sound
correspondences, termed consistent or transparent orthographies (Katz & Feldman, 1983). Many alphabetic languages have a transparent orthography, whereas English orthography is considered an opaque orthography with many inconsistencies in spelling-to-sound mappings (e.g., the letter ‘c’ can correspond to both the phoneme /s/ and /k/ as in ‘cicireus’). Irrespective of such cross-linguistic variation in orthographic depth, phonology is a key component of learning to read in both transparent and opaque orthographies (Caravolas, Lervag, Defior, Scidlova Malkova, & Hulme, 2013; Cossu, Shankweiler, Liberman, Katz, & Tola, 1988; Katz & Frost, 1992). Moreover, this general principle holds true across different writing systems, for example, alphabetic languages such as English and logographic languages such as Chinese (Lo, Hue, & Tsai, 2007; Wang, Yang, & Cheng, 2009).

A set of contemporary computational models of reading, known collectively as “triangle models of reading”, postulate that reading primarily consists of processes distributed over three levels of linguistic representation: orthography, phonology and semantics (Harm & Seidenberg, 2004). In order to decode a written word and access its corresponding meaning, orthographic networks activate corresponding phonologic and semantic networks. Skilled reading involves both the direct orthography-semantic connections as well as the orthography-phonology-semantics connections, and while the division of labour among these pathways changes over development all connections remain crucial to skilled word identification (Harm & Seidenberg, 1999, 2004).

There is considerable agreement that phonological processing deficits have a central role in reading impairments (Bradley & Bryant, 1983; Goswami, 2003; Goswami, Gerson, & Astruc, 2010; Lind, Menci, Frost, Sandak, & Pugh, 2010; Lavidor, Johnston, & Snowling, 2006; Pugh et al., 2001; Torgesen, Wagner, & Rashotte, 1994; Wolf & Bowers, 1999). However, there is also evidence that children with reading impairments show deficits not limited to phonology (Ackerman & Dykman, 1993; Wolf & Bowers, 1999). Minimally, the processes contributing to successful reading include (1) attention to visual letters and visual processes involved in feature detection, and letter and letter-pattern identification, (2) the integration of this visual information with orthographic representations, (3) integration of orthographic representations with phonological representations, and (4) speed of activation of semantic and lexical information (Grainger & Holcomb, 2009; Seidenberg, Bruck, Fornarolo, & Backman, 1983; Wolf & Bowers, 1999). Theoretically, and practically, any of these component processes can contribute to reading impairments.

Thus, processes underlying rapid word recognition can show impairments that are not entirely reducible to phonological skills such as phonological awareness, indicating that indeed other aspects of language and cognition contribute to the development of reading. For instance, Wolf and Bowers (1999) offer a double-deficit hypothesis for reading impairment that implicates both phonological and naming speed as dissociable sources of reading difficulty. Here, phonological processing represents one side of the deficit, whereas naming speed represents another side.

3 Naming Speed

Although phonological processing deficits have received the lion’s share of research focus in reading sciences, fast, automatic item retrieval and naming are also key components of skilled and fluent reading (Wolf & Bowers, 1999). Naming speed is not entirely dissociable from phonological processing because the phonological representation of a given word is continuously accessed during reading. In order for a child to successfully read a printed word, s/he must recognize the target word and retrieve it from her lexicon to access meaning. Moreover, this process progressively becomes automated as a child progresses from a young beginning reader to an older more skilled reader. Skilled and fluent reading involves additional processing beyond the routinization of spelling-to-sound correspondence learning. Strong vocabulary knowledge is related to word reading mastery (Anderson & Freebody, 1983; Berends & Reitsma, 2006; Muter, Hulme, Snowling, & Stevenson, 2004; Oullette, 2006; Roth, Speece, & Cooper, 2002; Share & Leikin, 2004; Snow, Tabor, Nicholson, & Kurland, 1995). Familiarity with words may permit the child to access the lexical entry with greater weighting towards orthographic-to-semantic connections. Thus, semantic knowledge provides an important link between decoding a word and reading comprehension. For example, Berends and Reitsma (2006) observed that practice with printed words, with specific instructions focusing on the semantic characteristics of the word, promotes reading acquisition. Moreover, the size of a child’s vocabulary is related to the ability to understand printed words (Anderson & Freebody, 1983; Proctor, August, Carlo, & Snow, 2006; Rolla San Francisco, Mo, Carlo, August, & Snow, 2006). The importance of semantic knowledge for skilled reading is well expressed by Perfetti and Hart (2002) and Perfetti (2007) in the Lexical Quality Hypothesis in which word knowledge is composed of multiple dimensions (phonology, orthography, semantics) and coherent representations of all these dimensions contribute to skilled reading.

As noted, retrieval speed can impact reading skill with measures such as Rapid Automated Naming (RAN) shown to be a contributing factor to fluent word reading (Wolf & Bowers, 1999). Deficits in this capacity are characteristic of reading disability (Bowers & Swanson, 1991). Specifically, RAN tasks measure the speed and accuracy of naming an array of familiar stimuli such as digits, letters, or colors (Denckla & Rudel, 1974). Scores on such tests are consistently correlated with reading ability (Swanson et al., 2003). There is indication that RAN is at least partially dissociable from phonological ability. Indeed, RAN and phonological ability account for independent variance in reading achievement (Bowers & Swanson, 1991; Wolf et al., 2002). RAN scores significantly correlate with reading ability even when phonological awareness ability has been removed (Wolf et al., 2002). RAN is dependent on a wide range of cognitive skills as both speed and accuracy can be influenced by multiple different cognitive processes (Arnell et al., 2009). Certainly, attentional processes strongly influence RAN performance, and indeed, children with attention deficit/hyperactivity disorder (ADHD) show reduced performance on RAN measures (Waber, Wolf, Forbes, & Weiler, 2000). RAN tasks
require a participant to sustain focused attention over time and exhibit inhibition/suppression of previous and upcoming responses while the current response is planned or executed (Wolf & Bowers, 1999). These cognitive processes support fluent reading and have corresponding patterns of neural activation, which we discuss in detail below.

Decades of behavioral research have contributed a rich literature and an understanding of how aspects of linguistic knowledge (e.g., phonology, semantics) and developing cognitive abilities (i.e., rapid naming) contribute to successful reading acquisition. These components of the reading system are also candidates for reading disorders. Theories of reading disorders present deficits in single components (e.g., phonology) or combinations of these components (e.g., phonology and naming speed or working memory) as the underlying causes of reading disorders. Indeed, there is a strong body of scientific work that implicates various linguistic and cognitive skills in reading disorder.

However, behavioral results alone cannot fully reveal the extent to which typical reading acquisition is supported by each factor (phonological, semantic, cognitive, etc.), the discrete versus overlapping contribution of each factor, and the static versus dynamic significance of each factor throughout the child’s development. The use of functional neuroimaging technologies for developmental research of reading can adjudicate between these remaining considerations. For example, functional magnetic resonance imaging (fMRI) can reveal what brain regions support different aspects of reading, changes across development, and how these brain regions differ as a function of cross-linguistic variation, the child’s experience (i.e., monolingual versus bilingual), or in atypical or delayed reading.

4 Reading and the Brain

Skilled reading involves mapping orthographic information onto phonological and semantic representations, the lion’s share of which is performed by a reading network that can broadly be divided into three sub-systems: the ventral (occipitotemporal), dorsal (temporoparietal) and an anterior area centered around the left inferior frontal gyrus (LIFG). Visual word input is relayed to the left fusiform gyrus, occipito-temporal region also referred to as the “visual word form area”; VWFA, Brodmann’s area (BA) 37 (McCandless, Cohen, & Dehaene, 2003; Pugh, Mencel, Jenner, et al., 2000; Schlaggar & McCandless, 2007). This region functions as a pre-semantic area and appears to be linguistically-tuned and largely dedicated to processing orthographic information (Sandak, Mencel, Frost, & Pugh, 2004). This functional specificity of the VWFA appears to be late developing and directly related to acquisition of literacy (Dehaene et al., 2010; Shaywitz et al., 2002). Developing reading ability is accompanied by a decreased response to faces in the left hemisphere’s VWFA (Dehaene et al., 2010); rather the VWFA begins to respond to orthographic stimuli (Baker et al., 2007; Cohen et al., 2000; Shaywitz et al., 2002). Dehaene et al. (2010) contrasted neural response to spoken and written language, visual faces, and non-face, non-orthographic visual stimuli among adults with various levels of literacy. Neural responses to non-orthographic stimuli in the VWFA decreased with reading performance. This comparison of literate and illiterate adults revealed a significant decrease in neural response to face stimuli, but not to non-face/non-orthographic stimuli in the VWFA among literate versus illiterate adults. Reading acquisition may, to some degree, influence the lateralization of orthographic processing to the left hemisphere (VWFA) and face processing to homologous regions in the right hemisphere (FFA). The implication here is that experience of learning to read changes the brain and reveals to us the plasticity of the brain’s reading circuitry.

Visual input to the VWFA extends into the ventral system including the middle and inferior temporal gyri (MTG, ITG) where word information appears to be semantically processed (Fiebach, Friederici, Muller, & von Cramon, 2002; Price, 2012). The dorsal temporoparietal system includes the inferior parietal lobe (IPL), with the angular gyrus, which is involved in lexical-semantic processing (Seghier, Fagan, & Price, 2010), and the supramarginal gyrus (BA 39 and 40), and has an important role in converting orthography into phonology (Bookheimer, Zeffiro, Blaxton, Gaillard, & Theodore, 1995; Moore & Price, 1999). The dorsal system also includes “classic” language architecture such as the superior temporal gyrus (STG, BA 21/22/42), which is known to be important in phonological processing (e.g., Petitto et al., 2000; Zatorre & Belin, 2001).

The anterior reading system includes the left inferior frontal gyrus (LIFG), which includes pars triangularis, pars opercularis (Broca’s area, BA 44/45) and pars orbitalis (BA 47), which is involved in syntax, morphology, semantics and phonology, including the search and retrieval of information about the meanings of words (Bookheimer, 2002; Caplan, 2001; Price, 2000, 2010, 2012; Sabb, Bilder, Chou, & Bookheimer, 2007). The more posterior portions of the LIFG show greater activation during tasks that involve sublexical phonological coding, phonological memory, and syntactic processing (Pugh, Mencel, Jenner et al., 2000). However, the more anterior portions of the LIFG show greater activation during tasks that involve semantic retrieval (Poldrack et al., 1999).

Regions within these systems, such as the supramarginal gyrus, LIFG, STG and VWFA, tend to activate for both words and pseudowords, but show greater activation for pseudowords versus familiar words (Bookheimer et al., 1995; Graves, Desai, Humphries, Seidenberg, & Binder, 2010; Heim et al., 2005; Shaywitz et al., 2002). When reading words, the left inferior, frontopolar, and dorsolateral prefrontal cortex (DLPFC) are recruited during the retrieval of semantic content of words. These areas show greater activation as compared with nonsense words, which show significantly less activation (Goldberg, Perfetti, Fiez, & Schneider, 2007). Words that have irregular or inconsistent mappings between spelling and sounds also show greater neural activation as compared with regularly-spelled words during oral naming (Fiebach et al., 2002; Fiez & Petersen, 1998). More, a word’s semantic characteristics influence the phonological processing involved in word naming (Fros, et al., 2005). Although naming is primarily driven by phonological assembly from the orthographic input, there is a trade-off between phonology and semantics, such
that when phonological processing is slower and less accurate due to inconsistent spelling-to-sound mapping, semantics has a stronger impact on naming performance (Strain, Patterson, & Seidenberg, 1995, 2002). Neuroimaging studies have also demonstrated this tradeoff on activation with greater activation of the inferior frontal gyrus or the middle temporal and angular gyri, depending on the respective impact of phonology or semantics (Frost et al., 2005).

As children become skilled readers, several models suggest a relatively greater reliance on orthographic-to-semantic coding indicating that although phonological knowledge is important for reading, semantic knowledge becomes increasing important for later reading skill (Berends & Reitsma, 2006; Hoover & Gough, 1990; Snowling, 2004). For example, training in semantics for reading is only beneficial at later stages of reading, but not at early stages of reading (Berends & Reitsma, 2006). This relative shift from phonological to semantic weighting over the course of reading development has been argued to be associated with a shift in the recruitment of brain regions classically associated with aspects of language function (Jasińska & Piettio, 2013b; Turkeltaub, Gareau, Flowers, Zeffiro, & Eden, 2003). Jasińska and Piettio (2014) examined the development of neural systems for reading using functional Near Infrared Spectroscopy (fNIRS) in younger (ages 6–8) and older (ages 8–10) children using different word conditions that exploit differences in reading strategy. Children read regularly-spelled words with a one-to-one correspondence between letters and sounds (e.g., hill) and irregularly spelled words without a direct one-to-one correspondence (e.g., circus). Younger readers showed similar neural recruitment of the left STG for both regular and irregular words, however, older readers showed robust neural recruitment of the LIFG for irregular relative to regular words. The STG is known to be important in phonological processing, (e.g., Piettio et al., 2000; Zatorre & Belin, 2001) whereas the LIFG typically participates in syntax, morphology, semantics and phonology, including the search and retrieval of information about the meanings of words and is sensitive to the spelling-to-sound regularity-consistency and frequency of words (Caplan, 2001; Fiez, Balota, Raichle, & Petersen, 1999; Foundas, Eure, Luevano, & Weinberger, 1998; Kovelman, Baker, & Piettio, 2008b; Price, 2010). Younger readers show greater neural activation in phonological processing tissue at an age when children rely heavily on phonology for reading (Jasińska & Piettio, 2014). The study therefore shows a focal brain correlate of a developmental reading milestone. Older readers also show activation in the STG that is consistent with their reliance on phonology during reading. However older readers also show greater neural activation in tissue classically associated with lexical access at an age when children begin to utilize larger grain sizes in processing words, including whole word units (Jasińska & Piettio, 2014). Moreover, this neural activation is greater for irregularly-spelled words, which have a greater reliance on the orthographic-to-semantic component versus the orthographic-to-phonological-to-semantic component.

Although much attention has been devoted to mapping the language and reading circuitry of the human brain, multiple additional regions of the brain support reading. Aspects of cognition such as working memory and attention are critical components of reading and are supported by regions in the frontal lobe such as the dorsolateral prefrontal cortex (DLPFC, BA 9/46) (Baconni, 2013; Petrides, 2005). Extensive neural maturation of the frontal lobes takes place between the ages of 3 and 6 years (Courchesne et al., 2000; Hutenlocher & Dabholkar, 1997; Lenneberg, 1967). Children begin formal reading instruction in school precisely at this age. Frontal cortex maturation, including the DLPFC, is particularly protracted as compared to other cortical regions (Cone, Burman, Bitan, Bolger, & Booth, 2008; Shaw et al., 2008). The left temporoparietal areas (STG, IPL), which represent key regions in the reading circuitry, mature earlier in comparison with frontal regions such as the LIFG, or the DLPFC (Cone et al., 2008; Shaw et al., 2008). The maturation of the frontal cortex and the cognitive skills that are supported by this brain region, in addition to other brain areas supporting language and reading, contribute to reading development (Monzalvo & Dehaene-Lambertz, 2013).

5 Reading Disability in the Brain

Behavioral studies have revealed differences in phonological awareness and RAN between children who are typical readers and children who show reading disabilities and/or delays (RD). There are corresponding functional differences between typical and atypical readers. A number of functional neuroimaging studies demonstrate disruptions to the left hemisphere posterior reading circuitry including both dorsal and ventral systems. There is a relative under-activation of these neural systems while children with reading impairments are processing print stimuli, including both words and pseudowords (Brunswick, McCroy, Price, Frith, & Frith, 1999; Pauls et al., 2001; Pugh, Mencl, Jenner et al., 2000, Pugh et al., 2001, 2013; Salmelin, Service, Kicsila, Utela, & Salonen, 1996; Shaywitz et al., 1996, 1998, 2002). A key distinction between typical readers and children with reading impairment is not limited to differential activation of brain regions that comprise the reading circuit. Rather, the connections between the different sub-components of the reading circuitry vary in typical and impaired reading. The entire reading system must function cooperatively to give rise to accurate and fluent reading. For example, children who show reading impairments show weaker correlations between the angular gyrus and other sites involved in reading as compared with typical readers (Horwitz, Rumsey, & Donohue, 1998; Pugh, Mencl, Shaywitz et al., 2000). This diminished connectivity appears to be related with diminished ability to assemble phonological units from orthographic form or perhaps to integrate this information with semantic knowledge.

As a compensatory mechanism to the hypo-activation of the left hemisphere reading circuitry, children with reading impairments show greater activation of the right hemisphere while reading. The disruptions to the left hemisphere circuitry and corresponding additional right hemisphere activation has been observed across languages that vary in orthographic depth and writing systems, including Finnish, German, French, Italian and Chinese (Pauls et al., 2001; Salmelin et al., 1996; Shaywitz et al., 2002; Siok, Perfetti, Jin, & Tan, 2004). Such cross-linguistic
research indicates that reading impairments arise in global phonological processes underlying orthography-to-phonology mapping common to all languages. When this capacity breaks down in reading impairment, there is often additional recruitment of right hemisphere brain regions that support compensatory processing particularly when task demands are high. There is evidence that children with reading impairment show greater engagement of prefrontal dorsolateral sites as compared with typical readers (Brunswick et al., 1999; Salmelin et al., 1996). Children with reading impairments may be showing an overreliance on covert pronunciation (articulatory recoding) in recruiting frontolateral regions to compensate for poor phonological decoding (Frost et al., 2008). Additional right hemisphere activation may reflect increased visual processing of the orthographic form in lieu of adequate phonological processing, or more generally, may reflect increased effort during reading that requires additional brain regions for support.

Compared with typical readers, children with reading disabilities show reduced grey matter volume in several brain regions including left occipitotemporal and temporoparietal areas, the fusiform gyrus as well as the cerebellum (Hoeft et al., 2007; Kronbichler et al., 2008; Raschle, Chang, & Gaab, 2011). Grey matter volume in these brain regions is positively related with pre-reading and reading skills, including phonological processing and rapid automatized naming (Kronbichler et al., 2008; Perret, Andersson, Paulessu, & Demonet, 2009). White matter differences are also observed between typical readers and children with reading disabilities (Klingberg et al., 2000; Silani et al., 2005; Steinbrink et al., 2008). White matter organization appears weaker (via diffusion tensor imaging: DTI) in LIFG, left temporoparietal and posterior reading areas (Klingberg et al., 2000; Rimrodt, Peterson, Denckla, Kaufmann, & Cutting, 2010). Atypical functional activation for reading among children with reading disabilities may be associated with structural brain differences (Clark et al., 2014; Hoeft et al., 2007).

The functional and structural brain characteristics of children with reading disabilities in comparison to children with typical reading skills are well characterized, with an increasing number of studies converging on the neural basis of skilled and impaired reading. More recently we have begun to examine neurochemistry in the typical versus atypical reading brain (Pugh et al., 2014). We sampled individual differences in neurochemistry in children early in reading development (age 7) using magnetic resonance spectroscopy (MRS). Concentrations of choline and glutamate neurometabolites measured at a midline occipital region the brain were negatively correlated with reading skills and measures of phonology and vocabulary. The structural white matter anomalies that are widely observed in children with reading disabilities may be related to choline and glutamate levels in the brain. Moreover, elevated glutamate levels in the brain may also be related to hyperexcitability and consequently affect the coherence of neural networks that support learning to read. The role of neurometabolites in the formation of a stable reading circuitry is just beginning to be investigated, but points to new research directions in reading disability, and the possibility of neuropharmacological treatments. Thus a growing body of evidence reveals structural, functional, and neurochemical signatures for RD. With clear indications that RD is heritable (Castles, Bates, Coltheart, Luciano, & Martin, 2006; Donis et al., 2009; Fisher & Francks, 2006; Grigorenko, 2001, 2007; Lund et al., 2013), work across these levels of analysis will yield better neurophenotypes and better causal accounts going forward.

Although one objective has been to establish the brain bases of skilled and impaired reading, the major question that still remains is, of course, one concerning the neural plasticity of these brain bases. Are the neural differences between skilled and impaired readers modifiable with good evidence-based treatments? Are these circuits fundamentally disrupted or just poorly organized? Treatments for reading disorders (once a diagnosis has been confirmed) typically take place in schools or special education intervention programs and can result in reading gain depending on the type, intensity and length of treatment (Gabriel, 2009). If the intervention is more intensive (daily instruction and practice for weeks or months, for example), occurs in smaller groups (e.g. one-to-one teacher-student ratio), incorporates phonological decoding and awareness training, and is begun earlier in younger children, then gains in reading fluency may be seen by ~50% of students for years after returning to the regular curriculum (Gabriel, 2009). Treatment for reading disorders result in functional changes in the brain's activation patterns, resulting in increased activation in classic left hemisphere temporoparietal reading networks and some reductions in frontal areas that typically show hyperactivation in reading disorders (Aylward et al., 2003; Eden et al., 2004; Gabrielli, 2009; Temple et al., 2003).

6 Reading Across Languages

The functional neural anatomy underlying reading has been studied across a variety of languages, both alphabetic and non-alphabetic (Chue, O'Craven, Bergida, Rosen, & Savoy, 1999; Piebach et al., 2002; Jasińska & Pelito, 2014; Küh et al., 2004; Paulessu et al., 2006; Salmelin et al., 1996). Neuroimaging studies have revealed activation in left hemisphere brain regions (occipitotemporal, temporoparietal, and inferior frontal networks) while reading in English (e.g., Pugh, Sandak, Frost, Moore, & Menc, 2005), which are also activated while reading in other languages. For example, brain regions that are involved in phonological processing in English are also active in Chinese in tasks such as homophone judgment (Kuo et al., 2004). Thus, it appears at a global level, varied language and writing system recruit the same brain regions for reading. However, language differences in the orthography-phonology relationship that is crucial at the onset of literacy, as well as other aspects of language structure (for example, morphologically-rich, highly inflected languages with lex word order such as Russian versus analytical languages with stricter word order such as English) have been shown to produce some differences in the degree and extent of activation, with limited differences in location. For example, Kovelman, Baker, and Petito (2008a) observed difference in neural activation of the LIFG for English sentences varying in syntactic complexity, but not for Spanish sentences. The precise manipulation that resulted in different neural activation in
the English contrast, but not the Spanish contrast was depended on differences in the relevance of word order versus morphological inflection between the two languages: English favoring word order, and Spanish favoring inflectional morphology (Kovelman et al. 2008a). Irrespective of these language-specific differences, any comprehensive models of reading should incorporate the cognitive and linguistic processes common to all languages as a set of reading universals (Frost, 2012).

The conception of reading universals posits that disorders in reading should be similarly realized across languages. Differences in the contribution of phonological or semantic processing to reading disorders may exist across languages that differ with respect to these aspects of linguistic knowledge. However, an overall consistent pattern of deficits in phonology, semantics, RAN and other cognitive capacities emerges in cross-linguistic comparisons of reading disorders, with finer features of the reading disorder exhibiting sensitivities to language specific (Pugh, 2006). Evidence for universals in reading disorders comes from studies of languages that differ in their orthographic-to-phonological mapping (transparent versus opaque orthographies), and therefore are theoretical candidates for revealing reading disorders that vary with orthographic depth. Ziegler, Perry, Ma-Wyatt, Ladner, and Schulte-Korne (2003) compared reading disorder in German (regular orthographic-to-phonological mapping) and English (irregular orthographic-to-phonological mapping), yet their results clearly showed the similarities between children with reading disorders were far greater than their differences across these two languages (Ziegler et al., 2003). Reading disorders across languages manifest as a failures to develop the functional specialization of the VWFA (Paulesu et al., 2001; Shaywitz et al., 2002). Beyond behavioral and neural similarities in reading disorders across languages, the heritability of reading disorder is strong evidence that there is an underlying biological contribution to reading disorder, which is not (and ought not) to be sensitive to cross-linguistic variation (Grigorenko, 2001).

7 Reading in the Bilingual Brain

How do a bilingual child's two languages impact the brain's neural circuitry for reading? Though much more is now known about the process by which the monolingual brain reads (Frost et al., 2009; McCandliss et al., 2003), the process by which the bilingual brain reads in each of their two languages remains comparatively less understood (Beren, Kovelman, & Petitto, 2013; Jasinska & Petitto, 2013b, 2014; Kovelman et al. 2008a, 2008b; Lafrance & Gottardo, 2005; Lesaux & Siegel, 2003; Lipka & Siegel, 2007). The bilingual brain must be able to process orthographic, phonological and semantic information across two languages while reading. Moreover, the relationship between orthography, phonology and semantics in each of a bilingual's two languages can vary, further complicating reading in two languages.

Early life bilingual exposure is associated with a bilingual phonological processing advantage (Bialystok, Majumder, & Martin, 2003; Kovelman et al. 2008a; Petitto & Holowka, 2002; Petitto et al., 2012). Bilingual infants demonstrate greater and longer neural sensitivity to universal phonetic distinctions when monolingual infants can no longer make such discriminations. Early bilingual exposure may provide a linguistic “Perceptual Wedge” that extends infants’ sensitivity to universal phonetic contrast and may later aid language and reading development in childhood (Jasinska & Petitto, 2011; Petitto et al., 2012). Indeed, bilingual school-aged children outperform their monolingual peers on measures of phonological awareness (Bialystok et al., 2003; Bruck & Genesee, 1995; Evitar & Ibrahim, 2000; Jasinska & Petitto, 2014; Kovelman et al. 2008a; Petitto et al., 2001, 2012; Rubin & Turner, 1989). Children educated in bilingual English-Spanish schools from monolingual English-speaking homes outperform children educated in monolingual English schools on a complex phonological awareness task requiring children to break apart a word into individual phonemes (Kovelman et al. 2008a). Bilingual children exposed to two languages from birth show better performance on measures of phonological awareness (phoneme deletion and phoneme segmentation tasks) and word reading tasks when compared with their monolingual peers (Jasinska & Petitto, 2013a). Moreover, English monolingual children who had been exposed to their new language for the first time when they entered a French language program in school also showed higher performance on measures of phonological awareness and word reading in English relative to their monolingual peers who were attending monolingual English schools (Jasinska & Petitto, 2013a, Revise and Resubmit). Collectively, these studies provide compelling evidence that bilinguals can have a linguistic – specifically phonological, and reading advantage. As an aside, there are still some inconsistencies in the literature specifically concerning differences in vocabulary size between monolingual and bilingual children. Differences emerge between monolinguals' vocabulary size when compared with bilinguals' vocabulary size in only one of their two languages, which can be misleadingly interpreted as a bilingual disadvantage. Yet, similarities are found when monolinguals' vocabulary size is compared with bilinguals' vocabulary size in both of their two languages (Petitto & Holowka, 2002; Poulin-Dubois, Bialystok, Blaye, Polonia, & Yott, 2013).

A growing body of research shows that bilingual experience in early life has the potential to yield changes in the patterns of neural activation in these language and reading related neural regions. Using fMRI, differential recruitment of language-related brain regions such as the LIFG has been previously observed for bilingual adults as compared with monolingual adults while reading sentences (Kovelman et al. 2008b). Bilingual adults were found to recruit a greater extent and variability of the LIFG while completing a syntactic sentence judgment task relative to monolinguals. The greater recruitment of neural resources supporting language processing in the bilingual brain showed that early exposure to two languages modifies the neural activation of networks that underlie language processing, and reveals the brain's “neural signature” of bilingualism (Kovelman et al. 2008b). This “neural signature” is also found in the developing brain, indicating that early bilingual exposure can modify language-related brain regions before they have fully matured. Using fNIRS neuroimaging, both bilingual children and adults were found to show
greater neural activation in classic language brain areas, including the bilateral superior temporal gyrus and the inferior frontal gyrus during a sentence reading task (Jasińska & Petitto, 2013b) and a word reading task (Jasińska & Petitto, 2014). More recently, we have observed greater functional connectivity between left and right hemisphere language areas in bilingual children as compared to monolingual children while reading (Jasińska & Petitto, submitted). Bilingualism may provide enrichment for the developing brain realized as greater connectivity. That bilingual readers show a greater extent and variability of neural activation in classic language (LIFG, STG, IPL) areas as well as their right hemisphere homologues and higher cognitive (DLPFC, RLPFC) brain areas and increased functional connectivity suggests that bilingualism may lead to enhanced linguistic and cognitive processing and reveals the extent of neural architecture underlying language and reading that can be modified through early life language experience.

Research on the neural basis of healthy and typical bilingual language and reading development continues to amass evidence of a bilingual "neural signature", that is, a greater extent and variability in the patterns of neural activation that support language and reading in the bilingual brain (Jasińska & Petitto, 2013b, 2014; Kovelman et al. 2008b, Kovelman, Shalinsky, Berens, & Petitto, 2008; Petitto et al., 2012). Bilingual exposure also has the potential to yield structural changes in the brain (Mechelli et al., 2004). These structural and functional neural changes occur as a function of early life bilingual experience; moreover, such neural changes are at least partially modulated by the age of bilingual exposure (Jasińska & Petitto, 2013b).

Yet, we have virtually no knowledge of whether bilingual exposure affects reading disorders, and if so, how? Would reading disorders present in one or both of a bilingual’s two languages? If the reading disorder does present in both languages, would language-specific differences emerge? These questions remain unanswered; yet pursuing this line of research has the potential to reveal new information about reading disorders in a bilingual population. Indeed, the majority of the world speaks multiple languages, and thus the focus on reading disorders in predominantly English-speaking monolinguals is under representative of the full scope of reading disorders.

One exciting hypothesis for reading disorders emerges from research on bilingual language and reading processing. Bilinguals show distinctive neural activation changes in phonological processing, which are apparent even in the young bilingual infant (Petitto et al., 2012; Werker, 2012). This pattern of neural activation in the young bilingual infant may underlie the phonological advantages for reading in school-aged bilingual children (Berens et al., 2013; Bialystok et al., 2003; Jasińska & Petitto, Revise and Resubmit; Kang, 2010; Kovelman et al. 2008a; Kuo & Anderson, 2012; Laurent & Martinot, 2009a, 2009b). Given the widely observed phonological processing deficits in reading disorders, it begs us to consider if bilingual advantages in phonological processing can ameliorate some of these deficits in reading disorders.

The hypothesis that early life bilingual exposure may provide an advantage for reading disorders through enhanced phonological processing is not without merit. Phonologically-based interventions for reading disorder show promising results: children show gains in reading fluency after undergoing a year-long treatment where training and practice in mapping letters to sounds was the focus (Shaywitz et al., 2004). A child who grows up bilingual has two phonological systems, and has greater experience with phonology. The possibility that reading disorders may present less frequently in children who grow up bilingual from birth because of growing up bilingual needs to be formally investigated.

8 Future Directions

Research from our laboratory as well as others converge on a similar set of findings regarding the neural circuitry that gives rise to skilled, fluent reading. Skilled reading involves mapping orthographic information onto phonological and semantic representations, which is performed by left-hemisphere fronto-parietal occipito-temporal cortical regions. The growing set of scientific findings implicates these brain regions, specifically the supramarginal gyrus, the posterior inferior frontal gyrus, the superior temporal gyrus, and the VWFPA, in aspects of phonological processing. This suggests that these brain regions are phonologically "tuned" and support this key aspect of reading. This is particularly relevant given that a child's phonological awareness at times in development when literacy is emerging is predictive of later literacy outcomes. By contrast, the angular gyrus, the inferior and middle temporal gyri, the anterior inferior frontal gyrus and the dorso-lateral prefrontal cortex have more of a role in abstract lexico-semantic function.

However, there are variations in this system in instances where a child's reading skill is delayed and/or disordered. Reading impairment in the brain is marked by consistent neural observations including hypo-activation of the left hemisphere posterior reading circuitry, decreased connectivity between sub-systems of the reading circuit, and additional (compensatory) recruitment of the prefrontal cortex and right hemisphere regions. Specifically, disruptions to the reading circuitry that are characteristic of delayed/disordered reading often correspond to behavioral deficits in phonological processing and decoding. Treatments focusing on phonology have resulted in improvements to reading fluency, and are accompanied by increased activation in left hemisphere posterior reading areas (Eden et al., 2004; Gabrieli, 2009; Shaywitz et al., 2004). More, new directions in neuropharmaceutical treatment for reading disorder are now being investigated given recent exciting findings from Haskins Laboratories indicating neurometabolites such as glutamate and choline are involved in the development of the brain's reading circuitry (Pugh et al., 2014).

The majority of research on the reading brain has predominantly focused on a monolingual English-speaking population, however, there are also variations in the brain's reading circuitry that arise as a consequence of early-life dual-language experience and yield reading advantages. The young, healthy and typical bilingual reader shows greater neural recruitment of brain regions classically associated with
language function and reading as well as corresponding regions in the right hemisphere. Early exposure to two languages modifies the neural activation of networks that underlie language, and in turn, reading.

Establishing the neural circuitry of reading in the (predominately) English monolingual brain has yielded highly valuable information that has allowed us to track healthy development and compare this against delayed and/or disordered development. Crucially, this information serves as the foundation to developing targeted intervention for reading. Yet, the majority of the world’s children are growing up bilingual. Therefore, the task ahead is to refine the typical neuro-maturational timetable for the bilingual neural circuit and understand how it differs from bilingual reading impairments. We must also consider the possibility that early bilingualism may ameliorate, or even partially prevent, reading disorders. We offer a novel and bold hypothesis that the rich early-life phonological experience that a bilingual child has as compared to her monolingual peer may promote healthy and typical reading development.

Note Portions of this chapter have appeared in:
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